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The hot particles are not homogeneously distributed, but
form connected clusters. We color code these for several
volume fractions in Figs. 2(c)–2(e). Both the size and
spatial extent of the clusters increase as the sample
approaches the melting transition, where they percolate
the field of view [Fig. 2(e)]. These extended and transient
clusters are the first observation of the correlated fluctua-
tions implied by the Alexander-McTague theory for any
bcc lattice where the difference in free energy between the
liquid and solid is small [2]. We determine their size
distribution PðnÞ, with n the number of particles within a
connected cluster. We find a distinct power-law correlation
with an exponential cutoff [Fig. 4(a)], whose power-law
exponent of 1.75 is independent of volume fraction. We
confirm that the clustering of hot particles is statistically
significant by comparing an experimental PðnÞ with a
simulated distribution for samples in which hot particles
have been randomly placed on the lattice [Fig. 4(b)]. We
also calculate the scaling between cluster size n and their
radius of gyration Rg and find that they are fractal in nature,
with a characteristic fractal dimension df ¼ 1.7 that is
universal for all ϕ [Fig. 4(c)].
Remarkably, these data exhibit hallmarks of a second-

order transition. To demonstrate this we calculate the
average cluster size hni; the mean cluster size diverges
upon approaching a critical volume fraction ϕc with a
characteristic power-law exponent of −3=4 [Fig. 4(d)]. As a
confirmation of this critical behavior we also compute the
effective cluster volume fraction that also diverges at ϕc
(see SM [5]). Thus, not only do we find heterogeneous
dynamics within an on-average perfect crystal, which
exhibit fractal correlations in space, but the size and volume
fraction of these clusters diverge critically. The critical
volume fraction ϕc for this divergence appears to coincide
with the symmetry change at the melting point, which we
have shown to be a strictly first-order transition. This
provides new insight into the nature of the weak first-order
transition described by Alexander and McTague [2], but

also raises the intriguing question of how hallmarks of a
continuous transition can coincide with a phase transition
that is clearly first order in nature.
The key to understanding the origin of this behavior lies

with the elasticity of the solid. The affine elasticity
measured by C44 assumes that every particle is displaced
exactly proportionally to an applied strain. However, the
dynamic disorder caused by the large thermal excitations at
low ϕ breaks the local bcc symmetry and causes the local
coordination number to differ substantially from the value
prescribed by a perfect lattice. These transient violations of
center-of-inversion symmetry must result in net nonzero
forces on every particle in its affine position [Fig. 3(b)],
which can only be relaxed upon allowing nonaffine dis-
placements [6,25]. Such nonaffine displacements remove
elastic energy from the lattice and thus reduce the overall
crystal elasticity. To verify this ansatz, we calculate the
amplitude of nonaffine displacements [26] hD2i; we indeed
find that hD2i grows upon approaching the melting
transition, where the deviations of perfect lattice order
are largest [inset of Fig. 3(a)]. Clearly, any consideration of
the crystal rigidity under these conditions must take non-
affinity into account.
We measure the nonaffine shear modulus G0 from the

correlations in motion between pairs of particles, averaged

FIG. 3. (a) Experimental affine elastic constant C44 (squares)
and nonaffine shear modulusG0 (circles), and prediction from the
reformulated Born theory (line). Inset shows the amplitude of
nonaffine displacements hD2i. (b) Illustration of how a hetero-
geneous distribution of hot particles (red) in a bcc lattice disrupts
the local force balance between “cold” particles (blue) bonded by
green arrows.

FIG. 4. (a) Cluster size distributions PðnÞ, for ϕ ¼ 0.066
(diamonds), 0.101 (triangles), 0.129 (squares), and 0.190
(circles); drawn lines are fits to a power-law distribution with
exponential cutoff. (b) Comparison of experimental PðnÞ for
ϕ ¼ 0.101 (filled circles) and a distribution for a randomized
placement of the same number of hot particles (open squares).
(c) Cluster radius of gyration Rg versus size n , for 6 different ϕ
between 0.17 and 0.066; drawn line indicates df ¼ 1.70.
(d) Characteristic cluster size hni taken as the time-averaged
size of the largest cluster (squares) or the time- and ensemble-
averaged size of all clusters (circles); lines indicate a power-law
divergence: hni ∝ ½ðϕ − ϕcÞ=ϕc%−3=4.
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Fig. 2. Structural features of the BCC crystal for the simulation with a static (A, D, and G) and a dynamic (B, E, and H) base crystal and the experiments
(C, F, and I). (A–C) Snapshots of BCC crystals at �= 0.14, in which particles are color coded according to their instantaneous bond-order parameter q̄6 and
dopant particles are rendered in orange (A and B only). (D–F) Pair correlation functions g(r). (G–I) Potential energy landscape through four unit cells within
the on-average ordered lattice, where black disks indicate the hard-sphere radius of the base crystal particles and the gray areas indicate the volume, from
which the center of mass of dopants is excluded, due to dopant–base particle overlap.

positions. Reconstructions of the system in which the particles
are color coded according to their instantaneous bond-order
parameter q̄6 (21) illustrate the significant amount of thermal
disorder within these BCC crystals, both in silico and in exper-
iments (Fig. 2 B and C). The thermally excited excursions of
particles from their average lattice position translate into peak
broadening in the pair-correlation function g(r) (Fig. 2 E and
F). We note that g(r) for experiment and simulation are in
excellent agreement, even though the field of view in our mea-
surements is limited due to experimental constraints. Despite
the strong thermal disorder in these fluctuating BCC crystals, it
can still be structurally distinguished from a liquid by means of
spherical harmonic bond-order parameters (Fig. S5), to probe
local structure, and the existence of well-defined Bragg peaks in
the structure factor (Fig. S4) that signals the presence of long-
ranged order.

The effect of the instantaneous deviations from a perfect lat-
tice due to thermal excitations becomes apparent when we plot a
snapshot of the potential energy landscape that a dopant particle
experiences at a given time. Instead of the regular landscape that
exhibits minima at tetrahedral sites, the fluctuating BCC crys-
tal presents an apparently disordered potential energy landscape
(Fig. 2H) in which the variations in the height of energy bar-
riers and the depth of localization wells are significantly larger
compared with the perfect lattice. Also from experimental data
we can reconstruct the potential energy landscape; we obtain the
particle positions from 3D image stacks. Using the pair interac-
tion potential obtained by inversion of pair correlation functions
(22) and assuming pairwise additivity, we can compute the poten-
tial energy of inserting a dopant particle at a given location within
the lattice. Also the energy landscapes reconstructed in this way

from snapshots of the experimental system exhibit strong disor-
der (Fig. 2I).

This high degree of instantaneous disorder in the energy land-
scape results in very different interstitial dynamics from those
predicted by the classical theory. The dopant particles are more
strongly localized, and transitions between minima appear at
much lower frequency compared with those in a static crys-
tal (Fig. 3). As a consequence, the ensemble-averaged mean-
square displacements exhibit a localization plateau that extends
by several orders of magnitude (Fig. 4B, Right), resulting in a
strongly reduced rate of diffusion at long times. To confirm that
the interstitial mean-squared displacement converges to a dif-
fusive behavior at long times, we run a longer simulation up to
2 · 104 ⌧B ; indeed the upturn we see in Fig. 4B becomes diffusive
at even longer times (Fig. S3C).

To extract Dl from these data, we extrapolate the mean-
squared displacement to infinite time; see Fig. S3: Determination

of the Long-Time Diffusion Coefficient for a detailed description
of our method. Allowing the crystal that surrounds the intersti-
tial impurities to fluctuate results in more than two orders-of-
magnitude reduction in the diffusion rate (blue symbols, Fig. 4A).
Clearly, the effect of thermal excitations of the lattice cannot be
ignored in describing dopant dynamics in BCC crystals.

Two possible contributions to this drastic reduction in inter-
stitial diffusion rate can be identified. First, static or low-
temperature BCC crystals feature a percolated path of T–T
transitions, providing an efficient pathway for interstitial diffu-
sion over large length scales (18). This percolated path results
from the center-of-inversion symmetry of the BCC lattice. In the
thermal BCC phase, especially close to melting, thermal exci-
tations of the lattice are so pronounced that the instantaneous
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Fig. 3. (A and B) Trajectory of a single interstitial dopant in the crystalline
matrix over �t = 29 ⌧b in a static BCC crystal (A) and �t = 150 ⌧b in a
dynamic BCC crystal (B). (C) Interstitial displacement with respect to t = 0 in
a static (bottom line) and a dynamic (top line) base crystal.

center-of-inversion symmetry is lost. Note that this applies only
to instantaneous snapshots of the structure, whereas time aver-
aging cancels out these fluctuations and restores the BCC sym-
metry, for example evidenced by the distinct Bragg peaks in the
time-averaged structure factor (Fig. S4). As thermal fluctuations
break the local and instantaneous symmetry, the percolated tran-
sition path that relies on this symmetry is also lost; this is evi-
denced in potential energy isosurfaces reconstructed from snap-
shots of the thermal BCC lattice in Fig. S2.

Second, as the potential energy landscape is strongly time vary-
ing, hopping now requires not only a fluctuation large enough
to escape a local minimum, but also the simultaneous availabil-
ity of a low-energy pathway that remains open during the transi-
tion event. In effect, two competing frequencies come into play:
(i) that of escape attempts of the dopant and (ii) the frequency
with which the potential energy landscape reconfigures. As the
Brownian time scales of the base crystal and the dopants do not
differ by much due to the moderate size asymmetry, escape events
now become cooperative and thus significantly less likely. It is
known that the effect of fluctuating barriers on hopping is strongly
nonmonotonic and can lead to either enhancement, when the
two frequencies become resonant, or reduction in transition rates
(23, 24). As we work in the classical limit, where the transition
itself is not instantaneous but requires a finite time, this poses the
additional constraint that the path remains open for the duration
of the transition event, which further slows down hopping. The
combination of these events leads to a strong quenching of the
interstitial mobility in fluctuations of BCC lattices.

A key feature for particles in disordered potential landscapes
is the emergence of heterogeneous dynamics. To investigate this,
we plot the time-averaged h�r2i for all interstitial particles indi-
vidually. For the static crystal, no heterogeneities in particle
dynamics are observed, with all mean-squared displacements col-
lapsing onto the ensemble average (Fig. 4B, Left). By contrast,
for the fluctuating BCC crystal, strongly heterogeneous dynam-
ics are observed, with a large inhomogeneity in the single-particle
behavior (Fig. 4B, Right).

To explore the origins of these distinct heterogeneous dynam-
ics within an on-average ordered solid, we reconstruct snapshots
of the interstitial positions. Whereas dopants are homogeneously
distributed for the static crystal (Fig. 5A), they exhibit strong clus-
tering in the fluctuating BCC over the entire range of base crystal
densities � (Fig. 5B and Fig. S6). We hypothesize that this clus-
tering is caused by the lattice strain accompanying the insertion
of a single interstitial impurity into a tetrahedral site. Clustering
between interstitials minimizes the overall elastic deformation of
the matrix and is thus energetically favorable. This gives rise to an
emergent elastic attraction between the impurity particles. Sim-
ilar lattice-strain–mediated interactions are well established to
exist for crystallographic defects that cause a lattice deformation
(25). Indeed, we observe a strong increase in the lattice strain,
defined as the average displacement of base crystal particles from
their equilibrium position �rb,l normalized to the lattice con-
stant a , as a function of the distance to a nearest impurity.

We observe that the clusters are highly dynamic, with spon-
taneous particle association and dissociation (Figs. S6–S8 and
Movies S1 and S2). This indicates a dynamic equilibrium be-
tween singlets (S ) and bound states (B) nS ⌦Bn , in which the
association constant depends on the effective attractive poten-
tial Ue↵ emerging through the elasticity of the matrix: ka _
exp(Ue↵ /kBT ). We observe a significant fraction of singlets
in stable coexistence with clusters, which does not evolve over
time after equilibrating our simulation system (Fig. S9). This
suggests that the effective attraction strength is of the order of
the thermal energy kBT : the dynamic equilibrium between clus-
ters and singlets resulting from a balance between the configu-
rational entropy of distributing impurities across the lattice and
the enthalpic gain upon forming a cluster. This is further corrob-
orated by the distribution of cluster sizes P(SC ) (Fig. 5F). These
data are well described by an exponential decay as indicated by

A

B

Fig. 4. (A) Long-time diffusion coefficients Dl as a function of distance to
the melting point �� �m for static (circles) and dynamic (triangles) crystals,
with �m = 0.061 as determined in Fig. S1. Open symbols indicate Dl deter-
mined from the mean-squared displacements at ⌧ = 5 · 102⌧b, whereas solid
symbols are computed by extrapolating h�r2i to infinity. The solid line is
a fit to the transition-state prediction for Dl(�), as described in the text. (B)
h�r2i for individual particles, with the ensemble-average h�r2i (thick line)
superposed for a fixed (Left) and a dynamic (Right) crystal.
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F). We note that g(r) for experiment and simulation are in
excellent agreement, even though the field of view in our mea-
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the strong thermal disorder in these fluctuating BCC crystals, it
can still be structurally distinguished from a liquid by means of
spherical harmonic bond-order parameters (Fig. S5), to probe
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the structure factor (Fig. S4) that signals the presence of long-
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the lattice. Also the energy landscapes reconstructed in this way
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This high degree of instantaneous disorder in the energy land-
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strongly localized, and transitions between minima appear at
much lower frequency compared with those in a static crys-
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Fig. 3. (A and B) Trajectory of a single interstitial dopant in the crystalline
matrix over �t = 29 ⌧b in a static BCC crystal (A) and �t = 150 ⌧b in a
dynamic BCC crystal (B). (C) Interstitial displacement with respect to t = 0 in
a static (bottom line) and a dynamic (top line) base crystal.

center-of-inversion symmetry is lost. Note that this applies only
to instantaneous snapshots of the structure, whereas time aver-
aging cancels out these fluctuations and restores the BCC sym-
metry, for example evidenced by the distinct Bragg peaks in the
time-averaged structure factor (Fig. S4). As thermal fluctuations
break the local and instantaneous symmetry, the percolated tran-
sition path that relies on this symmetry is also lost; this is evi-
denced in potential energy isosurfaces reconstructed from snap-
shots of the thermal BCC lattice in Fig. S2.

Second, as the potential energy landscape is strongly time vary-
ing, hopping now requires not only a fluctuation large enough
to escape a local minimum, but also the simultaneous availabil-
ity of a low-energy pathway that remains open during the transi-
tion event. In effect, two competing frequencies come into play:
(i) that of escape attempts of the dopant and (ii) the frequency
with which the potential energy landscape reconfigures. As the
Brownian time scales of the base crystal and the dopants do not
differ by much due to the moderate size asymmetry, escape events
now become cooperative and thus significantly less likely. It is
known that the effect of fluctuating barriers on hopping is strongly
nonmonotonic and can lead to either enhancement, when the
two frequencies become resonant, or reduction in transition rates
(23, 24). As we work in the classical limit, where the transition
itself is not instantaneous but requires a finite time, this poses the
additional constraint that the path remains open for the duration
of the transition event, which further slows down hopping. The
combination of these events leads to a strong quenching of the
interstitial mobility in fluctuations of BCC lattices.

A key feature for particles in disordered potential landscapes
is the emergence of heterogeneous dynamics. To investigate this,
we plot the time-averaged h�r2i for all interstitial particles indi-
vidually. For the static crystal, no heterogeneities in particle
dynamics are observed, with all mean-squared displacements col-
lapsing onto the ensemble average (Fig. 4B, Left). By contrast,
for the fluctuating BCC crystal, strongly heterogeneous dynam-
ics are observed, with a large inhomogeneity in the single-particle
behavior (Fig. 4B, Right).
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distributed for the static crystal (Fig. 5A), they exhibit strong clus-
tering in the fluctuating BCC over the entire range of base crystal
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tering is caused by the lattice strain accompanying the insertion
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between interstitials minimizes the overall elastic deformation of
the matrix and is thus energetically favorable. This gives rise to an
emergent elastic attraction between the impurity particles. Sim-
ilar lattice-strain–mediated interactions are well established to
exist for crystallographic defects that cause a lattice deformation
(25). Indeed, we observe a strong increase in the lattice strain,
defined as the average displacement of base crystal particles from
their equilibrium position �rb,l normalized to the lattice con-
stant a , as a function of the distance to a nearest impurity.

We observe that the clusters are highly dynamic, with spon-
taneous particle association and dissociation (Figs. S6–S8 and
Movies S1 and S2). This indicates a dynamic equilibrium be-
tween singlets (S ) and bound states (B) nS ⌦Bn , in which the
association constant depends on the effective attractive poten-
tial Ue↵ emerging through the elasticity of the matrix: ka _
exp(Ue↵ /kBT ). We observe a significant fraction of singlets
in stable coexistence with clusters, which does not evolve over
time after equilibrating our simulation system (Fig. S9). This
suggests that the effective attraction strength is of the order of
the thermal energy kBT : the dynamic equilibrium between clus-
ters and singlets resulting from a balance between the configu-
rational entropy of distributing impurities across the lattice and
the enthalpic gain upon forming a cluster. This is further corrob-
orated by the distribution of cluster sizes P(SC ) (Fig. 5F). These
data are well described by an exponential decay as indicated by
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Fig. 4. (A) Long-time diffusion coefficients Dl as a function of distance to
the melting point �� �m for static (circles) and dynamic (triangles) crystals,
with �m = 0.061 as determined in Fig. S1. Open symbols indicate Dl deter-
mined from the mean-squared displacements at ⌧ = 5 · 102⌧b, whereas solid
symbols are computed by extrapolating h�r2i to infinity. The solid line is
a fit to the transition-state prediction for Dl(�), as described in the text. (B)
h�r2i for individual particles, with the ensemble-average h�r2i (thick line)
superposed for a fixed (Left) and a dynamic (Right) crystal.
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