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Abstract It has become a popular position in the philosophy of technology to claim that some or all 

technological artifacts can qualify as moral agents. This position has been developed to account for the 

moral role of technological artifacts in society and to help clarify the moral responsibility of engineers 

in design. In this paper, I will evaluate various positions in favor of the view that technological arti-

facts are or can be moral agents. I will find that these positions, while expressing important insights 

about the moral role of technological artifacts, are ultimately lacking because they obscure important 

differences between human moral agents and technological artifacts. I then develop an alternative 

view, which does not ascribe moral agency to artifacts, but does attribute to them important moral 

roles. I call this approach structural ethics. Structural ethics is complementary to individual ethics, 

which is the ethical study of individual human agents and their behaviors. Structural ethics focuses on 

ethical aspects of social and material networks and arrangements, and their components, which include 

humans, animals, artifacts, natural objects, and complex structures composed of such entities like or-

ganizations. In structural ethics, components of networks that have moral implications are called moral 

factors. Artifact ethics is the study of individual artifacts within structural ethics. It studies how tech-

nological artifacts may have a role as moral factors in various kinds of social and material arrange-

ments as well as across arrangements. I argue that structural ethics and artifact ethics provide a sound 

alternative to approaches that attribute moral agency to artifacts. I end by arguing that some advanced 

future technological systems, such as robots, may have capacities for moral deliberation which may 

make them resemble human moral agents, but that even such systems will likely lack important fea-

tures of human agents which they need to qualify as full-blown human agents. 

Introduction 

Recently, a number of authors in the philosophy of technology have argued that some or all technolog-

ical artifacts can qualify as moral agents. The notion of a moral agent has traditionally been reserved 

for human beings, and is used to refer to beings which can be held morally responsible for their ac-

tions. Such beings have the capacity to know right from wrong and are able to choose their actions 

freely based upon their considered moral judgments. Yet, some authors have argued, extending the no-

tion of moral agency to technological artifacts is necessary in order to account for the moral role of 

(some) artifacts, which is in some cases highly similar to that of human agents. In addition, they have 

argued, doing so will be useful for the attribution of moral responsibility to designers. 

In this paper I will evaluate various positions in favor of the view that technological artifacts can be 

moral agents. I will find that these positions bear important insights about the moral role of technolog-

ical artifacts, but are ultimately lacking. I then develop an alternative view, which does not ascribe 

moral agency to artifacts, but does attribute to them important moral roles. I call this approach struc-

tural ethics. I will argue that this approach has all the benefits of approaches that ascribe moral agency 

to artifacts, while maintaining a distinction between the moral agency of humans and the moral roles 

of nonhuman entities like technological artifacts. 
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1. The philosophical concept of moral agency 

To begin my inquiry, I will give an account of the classical notion of a moral agent as it has been de-

veloped in philosophy. In the next section, this account will then be contrasted with extended notions 

of moral agent that have been developed in the philosophy of technology. The standard notion of a 

moral agent is a philosophical notion that refers to beings which are capable of acting morally and are 

expected by others to do so. Although there is no generally agreed definition of “moral agent,” exist-

ing definitions tend to emphasize three features.1 Moral agents are beings that are (1) capable of rea-

soning, judging and acting with reference to right and wrong; (2) expected to adhere to standards of 

morality for their actions; and (3) morally responsible for their actions and accountable for their con-

sequences. These three features together define what I will call the standard philosophical conception 

of a moral agent, or, in brief, the standard conception.  

Which beings qualify as moral agents on the standard conception? Given the three mentioned fea-

tures, it appears clear that only adult, rational human beings do. Only rational human beings are capa-

ble of moral reasoning, and only they are expected to behave morally and are held morally accounta-

ble. Adults that are incapable of distinguishing right from wrong are not normally seen as moral 

agents, and are not held to be morally responsible for their actions. Similarly, young children are not 

held to be moral agents, nor are animals or inanimate objects. In contrast, we expect “normal” adults 

to have a developed capacity for moral reasoning, judgment and action, we expect them to exercise 

that capacity, and we hold them accountable if they nevertheless engage in immoral acts. In short, we 

hold them to be moral agents. 

A moral agent is a special kind of agent. An agent, in the philosophical sense, is a being capable of 

performing actions. Actions constitute a special class of behaviors, since not any kind of behavior 

constitutes an action (Davidson, 1980). Breathing, for instance, is not an action, even if it is something 

we do. Actions are intentional, they depend on capacities for rational thought and self-interested 

judgments, and the performance of goal-directed behaviors based on such thoughts and judgments. 

Typically, actions are explained by reference to intentional states of the agent. Intentional states are 

mental states like beliefs, desires, fears, perceptions and intentions, that have a directedness to some-

thing else. For example, an explanation of why John drank the milk (an action) would refer to inten-

tional states of John that explain his behavior, e.g., John’s fear that he was dehydrating and his belief 

that the milk would quench his thirst. In contrast, a mere behavior (e.g., John’s blinking, or his falling 

when pushed over) would refer to mere physical causes like sand getting into John’s eye or someone 

shoving John. Agents, in conclusion, are beings capable of performing actions, which are behaviors 

caused by intentional states of goal-directed beings. 

An agent is a moral agent when the intentional states that it cultivates and the subsequent actions it 

performs are guided by moral considerations. This requires, first of all, a capacity for moral delibera-

tion, which is reasoning in order to determine what the right thing to do is in a given situation. A ca-

pacity for moral deliberation requires a capacity for reasoning and knowledge of right and wrong. 

Moral deliberation typically results in moral judgments, which are judgments about right and wrong. It 

also frequently results in intentions to perform certain actions that are held to be morally good, and to 

refrain from performing actions that are held to be immoral. For example, a moral agent may deliber-

ate on what to do with a found wallet, in a way that takes into account both moral and nonmoral con-

siderations. He may then arrive at the moral judgment that turning the wallet in to the police is the 

right thing to do. This may then result in an intention to give the wallet to the police, and a subsequent 

action of giving the wallet to the police. 

Let us now turn to the second feature of moral agents, which is that they are beings that are ex-

pected to behave morally. This is a normative rather than a factual expectation. That is, we believe that 

people should behave morally, that they have a moral obligation to do so. We do not expect that they 

in fact always do. In fact, we know that they often do not. However, our belief in morality, and our 

knowledge that others are capable of moral actions, results in an expectation that others behave moral-

                                                           
1 See Himma (2009) for some definitions of “moral agent”. 
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ly, or at least make every effort to do so. We do not find it acceptable that people either do not engage 

in moral deliberation in situations that pose moral dilemmas, or do so but nevertheless act immorally. 

The third feature of moral agents, their being held morally responsible and accountable, is a corol-

lary of the first and second feature. Because people are capable of acting morally, and because we ex-

pect them to do so, we hold them to be morally responsible for their actions. That is, we hold that their 

actions are appropriately the subject of moral evaluation by others, and of particular kinds of reactions 

based on such moral evaluations. Such reactions particularly include praise and blame, as well as re-

lated responses such as reward and punishment. Thus, if someone acts morally, we have a propensity 

to praise them for doing so, whereas if someone acts immorally, we may blame or condemn them for 

their actions. Moral responsibility is usually held to presuppose free will: persons have moral respon-

sibility to the extent that they can freely choose their acts. Moral accountability is a type of moral re-

sponsibility that goes beyond it in assuming the existence of shared moral standards in a community 

that can be alluded to in evaluating someone’s actions (Watson, 1996). When there are such shared 

standards, moral agents can be praised or blamed with explicit reference to such interpersonal stand-

ards. They can be judged to either have upheld or have broken these standards, and can be held ac-

countable for doing so. 

2. Theories of artifacts as moral agents 

Given the prevailing conception of a moral agent in philosophy, it would seem unlikely that anything 

else but a human being could qualify as a moral agent. It seems particularly unlikely that technological 

artifacts like lawnmowers and iPods could qualify as moral agents. Technological artifacts are not ca-

pable of moral deliberation, they are not expected to behave morally, and they are not held to be mor-

ally responsible or accountable. They therefore seem very poor candidates for moral agents. Recently, 

however, several philosophers have defended the view that the notion of a moral agent should be ex-

tended to include technological artifacts. 

There are two versions of this view, which I will now lay out. On the first view, which I will call 

the moral artifacts view, all technological artifacts are, or could function as, moral agents. This view 

was first proposed, although not in very explicit terms, by Bruno Latour (1992). It has subsequently 

been defended by Powers and Johnson (2004), Keulartz et al. (2004) and Verbeek (2008). On the sec-

ond view, which I will call the morally intelligent agents view, certain highly evolved technological 

artifacts, namely those capable of autonomous behavior and intelligent information processing, qualify 

as moral agents. On this view, the class of moral agents includes, next to human beings, things like au-

tonomous robots and software agents. This view was first proposed by Colin Allen, Gary Varner and 

Jason Zinser (2000), and has subsequently been developed in an influential article by Luciano Floridi 

and Jeff Sanders (2004). It has also been defended by a number of other authors, including Stahl 

(2004), Sullins (2006) and Johnson and Powers (2006). 

The moral artifacts view asks for a major revision of our concept of moral agency, extending it to 

mundane artifacts like knives, automobiles and bridges. The second approach asks for a more limited 

revision of the standard conception. In this paper, my focus will be on the more radical claim, which is 

the moral artifacts view. Near the end of the paper, I will also briefly go into the moral intelligent 

agents view.  

The moral artifacts view rests on the observation that the roles that technological artifacts play in 

human affairs are frequently not morally neutral. There seem to be two ways in which technological 

artifacts can have a moral impact. First, artifacts are capable of steering moral behavior in humans. 

Artifacts may stimulate or enforce morality by making humans behave morally. For example, a car 

that flashes a warning when driver or passengers do not wear a seat belt stimulates moral behavior by 

its users. Second, artifacts are capable of influencing moral outcomes. Even when artifacts do not in-

fluence moral behavior in humans, they may have consequences that can be morally evaluated. For 

example, a computer network that randomly provides added bandwidth to some of its users is less just 

than a computer network that gives all its users equal bandwidth. The network that provides equal 
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bandwidth hence generates a better moral result, even though it does not influence any person to be-

have morally. Both of these moral roles of artifacts have been used to argue that artifacts are, or can 

be, a type of moral agent. 

Bruno Latour (1992) arrives at the view that artifacts are moral agents by asking the question 

whether morality is only located in people or also in things. He argues that moral laws in a society are 

not only enforced by humans but also by artifacts. Artifacts make up the “missing masses” that togeth-

er with humans make up the moral fabric of society. Artifacts enforce moral rules in a way that is 

similar to that of humans, Latour argues. For instance, a moral (and legal) rule that tells us to drive 

slowly in a densely populated neighborhood can be enforced either by a police officer who waves cars 

down, a street sign that tells drivers to slow down, or a speed bump that forces them to slow down. 

Morality is hence similarly enforced by both humans and artifacts. 

Latour argues that both humans and artifacts are bearers of programs of action that aim to enforce 

particular moral or social rules or configurations. A police officer and a speed bump may, for example, 

both aim to enforce the rule “IF a car drives in this street, THEN its speed is no more than 30 m.p.h.” 

Bearers of such programs of action are called “agents” or “actants” by Latour. Artifacts, on his view, 

are moral agents when they are bearers of a program of action that enforces a moral rule. Typically, 

such programs of action are inscribed into the design of an artifact. Latour claims that many mundane 

artifacts enforce moral rules by facilitating, stimulating, or forcing behaviors and situations that com-

port with everyday morality.  

Powers and Johnson (2004) present an alternative account that revolves around the notion of inten-

tionality. They define a view of agency according to which causality and intentionality, but not men-

tality, are necessary features of it. Artifacts, they observe, are causally efficacious, meaning that their 

presence and operation has consequences for what happens in the world. In addition, they argue, arti-

facts are bearers of intentional states. This claim is based on the observation that artifacts have a di-

rectedness at phenomena external to them. For instance, a telephone is directed at human fingers and 

ears and at human verbal communication. These different types of directedness of telephones consti-

tute different intentional states, according to Powers and Johnson. The intentionality of artifacts is 

bound up with their function, which defines their intended use, and which is a result of the intentions 

of designers. 

According to Powers and Johnson, the intentional states of artifacts allow for reason explanations 

instead of mere causal explanations or events. For example, if a speed bump slows down a car, its 

slowing down can be explained by reference to the directedness of speed bumps at cars and their func-

tion of slowing cars down, both of which were intended by a designer. A speed bump is hence differ-

ent from a pothole, which merely happens to cause a car to slow down. On their view, the speed bump 

is therefore an agent, whereas the pothole is not. A speed bump is moreover a moral agent because it 

enforces moral rules and has consequences for moral patients. Because artifacts have intentional states 

and have moral consequences, it is also possible to make attributions of moral responsibility, Powers 

and Johnson argue. Moral responsibility for the agency of an artifact lies with the human agents who 

put its intentional states into it, including, most prominently, the designers. 

While both Latour and Powers and Johnson conceive artifacts as agents, they also emphasize that 

artifacts cannot perform any actions independently of users and designers, that is, of human agents. 

Powers and Johnson emphasize that “the behavior that results [from artifacts] is a combination of the 

intentionality of the artifact designer, input from the user, and behavior of the artifact” (2004: 22-23). 

And Latour emphasizes, similarly, that artifacts do not generate moral outcomes by themselves. For 

instance, it is not just the flashing light in the car that causes one to wear a seat belt: “I, plus the car, 

plus the dozens of patented engineers, plus the police are making me be moral” (1992: 226). 

If artifacts are always dependent on human agents like users and designers for their agency, does 

this not demonstrate an asymmetry between human and nonhuman moral agency? Isn’t it the case that 

humans are able to perform moral acts autonomously, whereas artifacts are always dependent on hu-

man agents? It would seem that Powers and Johnson are willing to accept this asymmetry. Latour and 

his followers, however, do not. On Latour’s view, human and nonhuman agents are both dependent on 

constellations or networks of agents for their actions. These networks, which Latour calls actor-

networks, consist of both human and nonhuman agents (Latour, 1987). Human agency is, on Latour’s 
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view, always the product of multiple agents co-acting with a human agent. Just like the car does not 

act alone in causing me to wear a seat belt, I do not act alone in wearing the seat belt. My action is 

caused not just by me but also by the blinking light in my car, the designers behind it, and the police 

that checks on seat belt use. 

Latour hence does not only extend the notions of agency and moral agency to artifacts, he also en-

gages in a major revision of the concept of human agency. Human agency is, on his view, not attribut-

able to agents, but is rather a property of actor networks, in which multiple actors together produce a 

particular action. Attributing an action to a particular actor (human or nonhuman) is merely a matter of 

putting the focus on that actor, while we might have also chosen to emphasize the role of other actors 

in the network. Morality, in this view, is similarly a property of networks consisting of human and 

nonhuman entities that together generate moral actions and moral outcomes. This position has been 

further defended by Keulartz et al. (2004) and by Verbeek (2005, 2008), who however rejects the on-

tological symmetry between people and things proposed by Latour. 

We hence have seen several arguments for extending the notion of moral agent to include techno-

logical artifacts. The authors who extend the notion in this way have several motives for doing so. 

They want to give greater visibility to the moral role of artifacts, to better account for the way morality 

is realized in society, and to allow for better, more ethical design and use of technological artifacts. In 

the next section, I will evaluate these arguments and discuss whether they provide sufficient reason to 

broaden the notion of moral agent to include technological artifacts. 

3. Evaluating the moral artifacts view 

Proponents of the moral artifacts view present novel conceptions of moral agency that are intended to 

replace rather than supplement the existing philosophical concept of moral agency. Most authors do 

not hold that their view is necessarily ontologically more correct, but rather emphasize its pragmatic 

usefulness in understanding the moral role of artifacts and their relation to humans. Thus, Powers and 

Johnston say that they have “practical reasons for calling technological artifacts agents” and use this 

terminology to “highlight that the ways in which artifacts are designed and used have powerful conse-

quences for the moral character of the world we inhabit” (2004, p. 26). Similarly, Keulartz et al. say 

that they think that “it is useful to speak of artifacts as (possible) moral agents. Not for ontological rea-

sons, but for pragmatist ones” and say that this conceptualization highlights important aspects of the 

relations between humans, technological artifacts and ethics. 

I agree with these authors that concepts should primarily be evaluated on pragmatic rather than on-

tological grounds. As Wittgenstein, Peirce and others have shown, we do not usually use concepts to 

describe objective essences, but rather to selectively highlight aspects of things that are important to us 

in dealing with them. Consequently, a concept is a good (i.e., useful) concept if it highlights important 

aspects of a thing or state-of-affairs while not obscuring important other ones. So the question for the 

moral artifacts view is whether it (a) highlights important phenomena that were previously overlooked, 

and (b) does not obscure other important phenomena. 

The main benefit of the moral artifacts view is that it highlights the facts that technological artifacts 

play an important role in shaping moral actions and outcomes and that they are part of the moral fabric 

of society. Technological artifacts have been largely overlooked in moral theory, and have only been 

assigned an instrumental role in human action, as means that make certain actions possible, or make 

them easier to perform. Because of this instrumental conception, artifacts are normally thought of as 

morally neutral. All morality is thought to be located in the choosing and acting human subject. Yet, as 

Hans Jonas has argued, technological artifacts drastically change human action, and this has important 

consequences for ethics (Jonas, 1984). The moral artifacts view helps us arrive at a better view of 

technological artifacts that reveals their important role in shaping moral action and moral outcomes. 

Another benefit of the moral artifacts view is that it highlights useful similarities between human 

agents and artifacts regarding their moral role. As Latour has shown, both human agents and artifacts 

can be used to enforce the same moral norms, both can influence humans to behave morally, and both 
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can determine moral outcomes. Both, in addition, are dependent on other entities, both human and 

nonhuman, for being able to play these roles. These important similarities between them have been 

less obvious in traditional accounts. In addition, as Powers and Johnson have shown, both human 

agents and artifacts exhibit intentionality. The intentionality in artifacts can be referred to in making 

reason explanations, or intentional explanations, of moral outcomes, just as it can in humans. It can 

even be used to make attributions of moral responsibility, just as it can in humans, by linking the con-

sequences of artifacts to the designers who inscribed their intentionality into these artifacts. 

These are great benefits of the moral artifacts view. However, I will argue, this view also obscures 

and obliterates important phenomena. First, it obscures differences between human agency and the 

agency of artifacts and the unique characteristics of human agency and human action. Actions, unlike 

mere events, result from the intentional states of goal-directed, interest-bound beings who intend to 

cause changes in the world, and these intentional states provide reasons for the action in question. Ar-

tifacts are not normally goal-directed, they do not have interests, and they do not have intentional 

states like beliefs and desires that cause their behavior. Replacing the standard conception of agency 

with an extended one means that these important differences are obscured.  

There are at least two reasons why obscuring these differences is a bad idea. First, the classical no-

tion of an agent has an important role in our moral image of a human being. Part of what makes hu-

man beings special and valuable is their ability to form intentional states like beliefs and desires, and 

then choose to act according to them. In this, they differ from things like rocks and coconuts, which 

can only passively cause things to happen, without reason or intent. As soon as things like screwdriv-

ers are also called agents, these special features of human agency are lost in our understanding of 

agency, and the moral image of humans is damaged as a result.  

Second, the classical notion of agency has an important role in explaining and accounting for 

events. Actions, and any events following from them, are explained by reference to reasons and inten-

tions, unlike most other events, which are explained by reference to mere causes. Reason explanations 

provide us with different information than causal explanations. They give us insights into the motives 

and justifications of human agents. Our responses to actions tend to be different from those to mere 

causal events: we tend to the beliefs, desires, and other mental states that underlie these actions, and 

we do not only respond physically, but also morally and socially. However, an extended notion of 

agency obliterates this distinction between actions and mere events, and hence the special role of ac-

tions in our understanding of the world.  

Against this point, Powers and Johnson may object that on their account of agency, all actions rest 

on intentional states and can be explained intentionally. So their account at least seems to preserve the 

difference between actions and mere events, and hence between intentional and causal explanation. I 

believe their account is flawed, however, by attributing intentional states to artifacts. Artifacts certain-

ly have intentional properties. For example, a speed bump has a directedness to automobiles that it has 

been designed to slow down. This is an instance of what John Searle (1984) has called derived inten-

tionality: a directedness that derives from human intentions that have been inscribed into artifacts. But 

artifacts do not have intentional states. That is, they do not have, as humans do, states like beliefs, de-

sires, and intentions that provide reasons for their actions. It is false to say: “The car slowed down be-

cause the speed bump intended it to slow down”.  

However, one can correctly say either “The car slowed down because it is the function of speed 

bumps to slow down cars” or “The car slowed down because speed bumps are intended to slow down 

cars”. The former explanation is a functional explanation rather than an intentional explanation, and 

does not require any attribution of intentional states to artifacts. The latter is an intentional explana-

tion, but it is left implicit who is doing the intending. Surely, however, it is not the speed bump which 

is doing the intending. Rather, it is the designers and traffic controllers who intend the cars to slow 

down by means of a speed bump. So a full intentional explanation would read: “The car slowed down 

because speed bumps are intended by designers and traffic controllers to slow down cars”. But this ac-

count also does not require any attribution of intentional states to artifacts. Rather, it seems accurate to 

say that the intentional states belong to the designers and traffic controllers, and it is their actions (the 

development and installment of speed bumps) that cause cars to slow down. 
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Next to obliterating the distinction between agents and mere inanimate objects, the moral artifacts 

view also obscures the difference between moral agents and entities that have mere moral properties or 

implications. Most importantly, what is lost in the equivocation is the idea of a moral agent as an agent 

capable of moral deliberation and of actions based on such deliberation, and the idea of a moral agent 

as a morally responsible and accountable being.  

The capacity for moral deliberation in human moral agents is important because it enables a very 

different mode of interaction than is possible with entities that lack this capacity. Things that lack this 

capacity but do play a moral role, like speed bumps, can only be interacted with physically. Speed 

bumps can be physically created, redesigned or removed. We can have a similar physical mode of in-

teraction with human beings. However, because humans engage in moral deliberation, we can also en-

ter into verbal modes with them: we can deliberate with them, bring forward arguments or ideas, try to 

convince them, threaten them or influence them otherwise. In attempts to influence moral behavior 

and moral outcomes, a physical mode of interaction is often the last one we choose with human be-

ings. This is because they are sentient beings capable of moral deliberation. This important capacity is 

obscured, however, when it is no longer held to be a defining property of moral agents.  

Removing the notion of moral responsibility from our conception of moral agency is also unappeal-

ing. The concept of moral responsibility is important to us because we believe that people should ac-

cept that their actions are subjected to moral standards, that they should be able to defend the moral 

rightness of their actions to others, and that others can appropriately respond to their actions with their 

own attitudes, judgments and actions that include praise, blame, punishment and reward. Philosophers 

have put forward two different reasons why such praise and blame (and punishment and reward) 

should be issued (Eshleman, 2009). The first, expressed by the merit-based view of moral responsibil-

ity, is that praise and blame should be issued to moral agents because they deserve such responses 

from others. Those who act immorally deserve blame and punishment, and those who act morally de-

serve praise and reward. The second, encoded in the consequentialist view, is that praise and blame 

should be issued to moral agents in order to encourage future moral behavior and to prevent immoral 

behavior.  

If we change from the standard view of moral agency to a broad view that includes moral artifacts, 

then notions like intentional action, moral deliberation and moral responsibility are no longer defining 

features of our notion of moral agency. This, I have tried to argue, is a significant loss. It may be ar-

gued that we could still retain these notions and attach them whenever the moral agents we refer to are 

human. This, however, is an insufficient response. Notions like those of agent and moral agent are 

fundamental concepts philosophers (and non-philosophers) use to understand and reason about reality. 

If these notions are restructured so as to lose important features, then these features are obscured in our 

understanding of reality. They are no longer activated whenever these concepts are activated in our 

minds, and as a result become less central in our thinking.  

For the reasons given above, the gains brought by the moral artifacts view to include them are 

hence offset by considerable losses that result from important features of the standard conception of 

moral agency being obscured. As a result, this does not make the moral artifacts view particularly ap-

pealing. At the same time, the standard conception of moral agency also has its disadvantages, because 

has tended to be accompanied by an instrumentalist understanding of technological artifacts that 

downplays their moral importance and does not reveal the similar roles that human agents and artifacts 

often play in giving shape to morality. The inadequacy of these two options raises the question wheth-

er a third view is possible, one that incorporates the benefits of the standard conception of moral agen-

cy as well as those of the moral artifacts view, and does so without having significant drawbacks. It is 

to such a view that I will now turn. 

4. An alternative account 

What we have seen is that on the one hand, there are good reasons to retain the traditional notion of 

moral agent in its basic form but also to upgrade the role of both technological artifacts and networks 
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in ethics. My proposal is to introduce a new type of ethics, structural ethics, next to the familiar indi-

vidual ethics that focuses on human (moral) agents. Structural ethics focuses on the moral aspects of 

social and material arrangements (structures or networks consisting of humans and nonhumans), in-

cluding their impact on the actions of human agents. Structural ethics is intended to be complementary 

to individual ethics. Individual ethics is solely focused on the morality of individual human agents, 

their actions, and the intentional states and deliberations underlying them. As I will argue, structural 

ethics requires a new ethical vocabulary that is different from that of the moral artifacts view, which 

draws too much from the vocabulary of individual ethics. 

Structural ethics studies social and material arrangements as well as components of such arrange-

ments, such as artifacts and human agents. It has three aims: (1) to analyze the production of moral 

outcomes or consequences in existing arrangements and the role of different elements in this process; 

(2) to evaluate the moral goodness or appropriateness of existing arrangements and elements in them, 

and (3) to normatively prescribe morally desirable arrangements or restructurings of existing arrange-

ments. In doing so, it also aims to identify, evaluate and prescribe roles of individual elements in these 

arrangements. Unlike individual ethics, structural ethics hence looks at larger structures and networks 

with the aim of engaging in social and technological engineering.  

Let us consider an example of each of these three types of investigations. The first type can be illus-

trated with Latour’s earlier example of the seat belt. The moral behavior of me wearing a seat belt can 

be analyzed as the result of not only my actions, but also the (inter)actions of other elements, including 

enforcement by the police and the behavior of my car, which in turn is the result of actions of engi-

neers as well as safety advocates and policy makers. An analysis of this network of entities that influ-

ence my behavior can show how my moral behavior is shaped by them, and it can assign a role to this 

effect to each of them.  

The second type, aimed at evaluation, can be illustrated with cases in which a CCTV surveillance 

system in a public space is evaluated for its protection of the privacy of citizens. Such an evaluation 

requires that a whole network of human and nonhuman entities is being considered that play a role in 

safeguarding privacy. This includes evaluations of, amongst others, CCTV hardware and software, the 

properties and behaviors of the human operators, the protocols that govern their behavior, the charac-

teristics of the room in which CCTV images are displayed or stored and their accessibility by third 

parties, and so on. All elements in this network, and their relations to each other, need to be evaluated 

relative to a set of privacy requirements, for their adequacy in safeguarding personal privacy. 

The third type of investigation, aimed at prescription, can also be illustrated with reference to 

CCTV and privacy. This type of investigation would specify how a network surrounding a CCTV sys-

tem would ideally be constituted so as to protect privacy and how its different elements would operate. 

Alternatively, recommendations could be developed for the improvement of an existing network, for 

example for the improvement of software, training of operators, improvements of facilities or proce-

dures, and so on.  

These three types of investigations focus on networks. However, they could also zoom in on partic-

ular components of these networks, including technological artifacts, and focus on their moral roles. 

For instance, it is possible to focus on the role of a particular CCTV software program in ensuring pri-

vacy within a particular network. It is also possible to consider this software abstracted from a particu-

lar network and consider its privacy-protective properties across a variety of possible networks. More 

generally, structural ethics can focus on both networks and components of networks, where these 

components can also be studied independently of a particular network. We may use the term artifact 

ethics for studies in structural ethics that focus on the moral role of technological artifacts in networks 

or across networks. 

Artifact ethics, as a kind of structural ethics, has the advantage over moral agency approaches that it 

upholds important differences in the moral roles of artifacts and human agents, as discussed above. It 

moreover has the advantage of being able to attribute moral roles to artifacts, thus avoiding the fallacy 

that artifacts are morally neutral, while at the same time avoiding the false notion that morality can 

“reside” in artifacts , independently of their surroundings. In artifact ethics, it can be shown that arti-

facts sometimes constitute a major cause of morally good or bad consequences, while at the same time 

highlighting the dependency of these consequences on a larger network of things and humans. 
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Structural ethics requires a vocabulary to refer to the networks that are being studied as well as the 

different elements or component that these may contain, their relations to each other, and their behav-

iors. I will use the term “network” (or sometimes “arrangement” or “structure”) to refer to structures 

of interacting entities that together determine outcomes or actions that are the subject of moral evalua-

tion. The entities in networks include humans, artifacts, animals and natural objects, as well as larger 

structures composed of such entities. For instance, an organization is a larger structure that is com-

posed of humans who work together towards a common goal, as well as nonhuman entities owned by 

the organization that are used to further this goal. An organization has itself a network structure, but it 

can also function as a component of a larger network in which it plays a role. 

Relevant for structural ethics is the relative role of these different entities in fixing moral outcomes 

or behaviors. I propose that we call any entity in the network or arrangement that has a role in fixing 

moral outcomes or behaviors a moral factor. In ordinary English, a factor is an entity or component 

which contributes to an effect or result. This is the meaning I have in mind. At the same time, the word 

“factor” derives from the Latin factor, “who/which acts”, and hence has associations with the notion 

of an agent.  Moral factors shape or influence moral actions and outcomes. They have moral influ-

ence. The class of moral factors includes both human agents and various kinds of nonhuman entities. 

Moral factors can be positive or negative, measured against a moral rule or principle. A positive 

moral factor is one that contributes positively to a moral principle being upheld, whereas a negative 

moral factor contributes negatively. In addition, moral factors can be accidental or intentional. An ac-

cidental moral factor is one that happens to contribute towards a moral outcome in a particular ar-

rangement. An intentional moral factor is one that has been intended to contribute to an outcome in a 

particular way. For instance, relative to the moral outcome of cars driving safely, a speed bump and a 

traffic controller would both be intentional moral factors, whereas a pothole that causes cars to drive 

slowly would be an accidental moral factor.  

Whereas intentional moral factors are often positive, intentionally supporting moral principles, they 

can also be negative and intentionally contribute to violations of moral principles. For instance, rela-

tive to the principle of safe driving, a person imitating a police officer who maliciously signals drivers 

to perform unsafe maneuvers is an example of a human intentional negative moral factor. Oil inten-

tionally spilled on a road is an example of a nonhuman intentional negative moral factor, whereas oil 

accidentally spilled would be an accidental moral factor. If technological artifacts generate conse-

quences that are positive or negative relative to a moral principle but were not intended by designers 

or users, then they are accidental moral factors relative to that principle. 

Moral factors can be outcome-oriented or behavior-oriented. An outcome-oriented moral factor is a 

factor that contributes positively or negatively to the realization of a moral outcome. A moral outcome 

is a realized event or state-of-affairs that is the subject of moral evaluation. For instance, an unjust dis-

tribution of goods that results from an action or event is a moral outcome, as is harm to a person or a 

limitation to his or her freedom. Various moral factors can be identified as having caused these out-

comes. A behavior-oriented moral factor is one that influences the moral behavior or actions of an 

agent. For example, my wearing a seat belt is a moral action that is influenced by various moral fac-

tors, such as blinking lights on my dashboard and police officers who check on seat belt use.  

A structural ethics approach can account well for the distributed realization of moral norms in so-

ciety, by showing that these norms are enacted not just by humans behaving according to them, but al-

so by social and material structures being shaped to support these norms. A structural ethics approach 

can, as we have seen, account for the moral role of artifacts. It can also account for the role of things 

and humans in the moral behavior of human agents by identifying them as moral factors that are con-

tributory causes of someone’s moral behavior. Finally, a structural ethics approach can help solve the 

problem of distributed responsibility. This is the problem that when a moral outcome is the result of 

the actions of multiple agents, no single agent can be identified as being solely responsible for the 

moral outcome. A structural ethics approach can be used to analyze the role of different agents in pro-

ducing the outcome, directly or indirectly. This analysis can then be used to assign moral responsibili-

ties to these different agents. When technological artifacts are involved, it will only be human beings 

who are assigned responsibility, since technological artifacts and other items do not bear responsibility 

themselves, yet can serve as moral factors for which one or more human agents bear responsibility. 
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Individual ethics has a focus and aim that is different from those of structural ethics. Its focus is on 

the deliberations and actions of moral agents, instead of on networks or components of them. It has 

three aims that mirror the descriptive, evaluative and normative aims of structural ethics: (1) to study 

the moral principles, deliberations, traits and actions of human agents, (2) to evaluate the moral good-

ness of actions, judgments, and traits of human agents and attribute moral responsibility, and (3) to 

normatively prescribe what moral actions agents ought to perform, judgments they should hold, or 

traits they should have. Individual ethics makes use of the standard conception of a moral agent, and 

therefore concerns itself with human beings.  

Structural and individual ethics differ in that they are concerned with the moral dimensions of dif-

ferent phenomena: networks and their components versus human beings and their actions. These phe-

nomena require fundamentally different evaluations and subsequent interventions. In structural ethics, 

the primary aim of moral evaluation is a better design of social and material arrangements: it is to in-

vestigate how components of networks can be rearranged, added or removed, through physical or so-

cial redesign, so as to generate better moral outcomes. Many networks have a public status or have 

public effects, so there is a public interest in their functioning, including their functioning according to 

public standards of morality. 

In individual ethics, the objective of moral evaluation may likewise be to change individuals or 

their actions, but if so, this objective often does not translate into a plan for redesign but rather into a 

moral appeal to agents to change their behaviors or convictions. The emphasis on moral appeal in in-

dividual ethics stems from the fact that persons are generally believed to have free will and to bear the 

ultimate responsibility for their actions. In more extreme cases, agents may become the involuntary 

subject of “redesign”, by means of involuntary therapy or treatment, or actions that are deemed im-

moral or harmful may be prevented through physical restraint or incarceration. In general, however, 

individual ethics is aimed at affecting moral deliberation in moral agents, whereas structural ethics 

aims to shape and redesign networks and their components.  

Although structural ethics may focus on the moral role of particular components of networks, like 

artifacts, natural objects, and organizations, structural ethics does not focus on individual persons, 

since this is already the focus of individual ethics. In structural ethics, persons only appear as network 

components who have roles as moral factors relative to a nonhuman component which is the object of 

study or relative to the network as a whole. Individual ethics can be of service to structural ethics by 

improving its understanding of the moral role of particular humans in networks through an identifica-

tion and analysis of their moral behaviors, values and beliefs. 

Conversely, structural ethics can help individual ethics by identifying moral factors external to an 

agent that are relevant for the study or evaluation of his or her actions, traits or judgments. This is par-

ticularly helpful in moral explanation, moral evaluation and attributions of moral responsibility. Moral 

explanation may be improved by identifying the position of the agent in a larger network and the mor-

al factors that contributed to an agent’s action. For example, an explanation of why an agent commit-

ted a murder will be helped by an analysis of the material and social arrangements within which the 

agent was embedded, and the moral factors that directly contributed to his act, such as the availability 

of a gun and the presence of other agents who encouraged him. An evaluation of his actions and his 

responsibility for them may likewise take into account external moral factors that contributed to his 

action or detracted from it. In a similar way, external moral factors may have a role in the analysis or 

evaluation of moral beliefs, judgments, and traits. 

5. Conclusion 

I have argued that the moral artifacts view, according to which technological artifacts qualify as moral 

agents, brings us a better understanding of the moral role of technological artifacts, but at the same 

time obscures our understanding of human moral agency by impoverishing the concept of a moral 

agent. I have proposed an alternative view, which I call structural ethics, which has the benefits of the 

moral artifacts view but also retains the standard conception of a moral agent, and thus the benefits of 
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this conception. Structural ethics is supplementary to individual ethics, which focuses on (human) 

moral agents. It focuses on networks or structures consisting of human and nonhuman entities that 

have moral implications. I have called such entities moral factors. It can also account for the moral 

role of any kind of entity in producing moral behaviors and outcomes, including humans, animals, arti-

facts, natural objects, and complex structures like organizations. Artifact ethics is a division of struc-

tural ethics that focuses specifically on the moral role of artifacts, both within particular networks and 

across a range of possible networks. 

So can no artifact ever qualify as a moral agent? Let us return to the moral intelligent agents view. 

Intelligent agents have a greater resemblance to human moral agents than any kind of artifact. They 

behave autonomously, they interact with an environment, they have a certain degree of intelligence 

and capacity for reasoning, they have intentional states of some sort, and they can be equipped with 

goals and moral categories and principles. So can they be moral agents? They could be if they meet 

the three criteria for moral agency that I outlined earlier. The first of these was a capacity for moral de-

liberation. Most intelligent agents do not have this capacity, so most would not qualify as moral 

agents. Progress is being made, however, to equip intelligent agents with capabilities for moral deci-

sion-making (Wallach and Allen, 2008). So I will assume that some intelligent agents will be able to 

meet the first criterion (though see Johnson, 2006 and Himma, 2009). 

The second criterion, being expected to adhere to standards of morality, is relatively easy to meet. It 

only requires that people expect intelligent agents not to act immorally. This expectation may already 

be in place, as we generally do not expect technological artifacts to be designed so as to produce un-

ethical results. So I assume that intelligent agents can also meet the second criterion. The third criteri-

on, that of moral responsibility and accountability, is the one that is hardest to meet. Most proponents 

of the moral intelligent agents view agree that it makes no sense to attribute moral responsibility to an 

artificial agent, and to praise or blame it for its actions. This is true both because artificial agents do 

not have free will and because they do not have the capacity to experience feelings like pleasure and 

pain (Johnson, 2006; Himma, 2009). 

If this is true, there may be two ways to salvage the moral intelligent agents view. The first would 

be to redefine “moral agent” by dropping the moral responsibility requirement. This is what Floridi 

and Sanders (2004) propose. I find this solution unsatisfactory because moral agency has traditionally 

been identified strongly with moral responsibility. For intelligent agents who meet the first two criteria 

for moral agency but not the third, it would seem better to introduce a new term, such as “quasi-moral 

agent”, which underwrites that these artificial agents are similar to, but in important ways different 

from, moral agents. A second way to salvage the moral intelligent agents view is by arguing that some 

intelligent agents can in fact be morally responsible. Intelligent agents can for example be pro-

grammed to explain the moral deliberations behind their decisions, and to accept user input on the mo-

rality of their actions. This can be seen as a kind of responsibility or accountability. Still, as Stahl 

(2006) has argued, even such advanced systems lack some of the properties of full-blown moral 

agents, such as free will and a capacity to experience or feel blame and praise. He proposes that intel-

ligent agents can at best have a sort of quasi-moral responsibility. 

So it seems that some intelligent agents can significantly resemble moral agents, without fully qual-

ifying as such. Such artificial agents, which may be called quasi-moral agents, have capacities for 

moral decision-making and possibly for responsibility or accountability through an ability to provide 

and receive feedback on their moral deliberations and actions. The vast majority of technological arti-

facts, however, including the vast majority of intelligent agents, do not qualify as moral agents, but do 

qualify as moral factors in the framework of structural ethics. 
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