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What is this talk about?
• I want to do deep learning

• I want to be Bayesian

• I don’t want to place priors on a million parameters

• I want to work with “big data”

• (I want to do cool mathematics)

• What should I do?



Motivation
Parameters - Weights

Hidden Layers - Latent representations

Original image from: http://scyfer.nl/wp-content/uploads/2014/05/Deep_Neural_Network.png

• Deep neural networks excel at various 
predictive tasks

• But for decision making you also need 
confidence levels

• Detect that we have not seen this before 
(epistemic uncertainty)

?

http://scyfer.nl/wp-content/uploads/2014/05/Deep_Neural_Network.png


BNN epistemic uncertainty

Bayesian Neural Networks (BNNs)

• Allows neural networks to estimate uncertainty

• Given a dataset D = {(xi, yi)}i=1:N, posit a prior p(w) 
over the weights w of the network

• Summarize the uncertainty in the posterior 
distribution over w

𝑝𝑝(𝐰𝐰|𝑥𝑥1:𝑁𝑁,𝑦𝑦1:𝑁𝑁) =
𝑝𝑝(𝐰𝐰)∏𝑖𝑖=1

𝑁𝑁 𝑝𝑝(𝑦𝑦𝑖𝑖|𝑥𝑥𝑖𝑖 ,𝐰𝐰)
∫ 𝑝𝑝(𝐰𝐰)∏𝑖𝑖=1

𝑁𝑁 𝑝𝑝(𝑦𝑦𝑖𝑖|𝑥𝑥𝑖𝑖 ,𝐰𝐰)d𝐰𝐰

Problem 1: what is an appropriate 
choice of p(w)? 😱😱

Problem 2: Inference over millions of 
dimensions? 😱😱

Weights



Stochastic Processes

• Can we bypass these limitations? 

• Posit a prior over functions directly, rather than 
going through weights: stochastic process.

• Gaussian Processes is a prime example of 
stochastic processes

Function



Gaussian Processes (GPs)

• GPs posit priors over functions: similar 
datapoints, have similar predictions

• More intuitive modelling task than positing priors 
over weights 😀😀

• Inference is exact 😀😀

GP epistemic uncertainty

Problem 1: (vanilla) GPs are not as 
flexible as neural nets for high 

dimensional tasks ☹️

Problem 2: GPs scale, in general, 
cubically w.r.t. the size of the dataset 

☹️



Combining the best of both worlds

• Can we parametrize stochastic processes that bypass the limitations of GPs?

• Yes! We only need to satisfy two necessary conditions (the Kolmogorov extention theorem)

1. Exchangeability: p( , ,…, )=p( , ,…, )

2. Consistency: p( , ,…, )=∫p( , ,…, ), d



De Finetti’s Theorem

(Source: Tamara Broderick) 

Non-parametric Bayesian modeling
Bayesian modeling

(cool maths)



Idea: Model Relational Structure

• Exchangeable joint model over all data cases

• Organize data in a directed acyclic graph

• Predictions depend on parents in this graph



• Let D = {(xi, yi)}i=1:N be our training dataset  
and Dx = {xi}i=1:N the training inputs

• Adopt a ‘reference’ set of input points R = {r1, …, rn}
(similar to the ‘inducing inputs’ frequently used in GPs)

• We infer a DAG over R

• Data in Dx \ R are leaf nodes of DAG

𝑂𝑂

Dx

R

Venn diagram. R is not 
necessarily a subset of Dx, but for 
simplicity we will assume that it is.

.. .

.

.
.

Building the Model



Building the Model: Overview
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Constructing a graph of dependencies among the points 
in U space

𝑝𝑝(𝐀𝐀|𝐔𝐔) = ∏
𝑖𝑖∈𝐷𝐷𝑥𝑥∖𝑅𝑅

∏
𝑗𝑗∈𝑅𝑅

Bern(𝑔𝑔(𝐮𝐮𝑖𝑖 ,𝐮𝐮𝑗𝑗))

𝑝𝑝(𝐆𝐆|𝐔𝐔) = ∏
𝑖𝑖∈𝑅𝑅

∏
𝑗𝑗∈𝑅𝑅,𝑗𝑗≠𝑖𝑖

Bern(𝕀𝕀[𝑡𝑡(𝐮𝐮𝑖𝑖) > 𝑡𝑡(𝐮𝐮𝑗𝑗)]𝑔𝑔(𝐮𝐮𝑖𝑖 ,𝐮𝐮𝑗𝑗))

Topological ordering

𝑡𝑡(𝐮𝐮𝑖𝑖) = ∑
𝑘𝑘

logCDFNormal(𝐮𝐮𝑖𝑖𝑖𝑖)

Generalized Graphons



Optimizing the model: Variational inference

Maximize the following ELBO to the marginal likelihood of D w.r.t. θ and variational parameters φ

ℒ = ℒ𝑅𝑅 + ℒ𝐷𝐷𝑥𝑥∖𝑅𝑅
ℒ𝑅𝑅 = 𝔼𝔼𝑝𝑝𝜃𝜃(𝐔𝐔𝑅𝑅,𝐆𝐆|𝐗𝐗𝑅𝑅)𝑞𝑞𝜙𝜙(𝐙𝐙𝑅𝑅|𝐗𝐗𝑅𝑅)[log𝑝𝑝𝜃𝜃(𝐲𝐲𝑅𝑅 ,𝐙𝐙𝑅𝑅|𝑅𝑅,𝐆𝐆) − log𝑞𝑞𝜙𝜙(𝐙𝐙𝑅𝑅|𝐗𝐗𝑅𝑅)]

ℒ𝐷𝐷𝑥𝑥∖𝑅𝑅 = 𝐸𝐸𝑝𝑝𝜃𝜃(𝐔𝐔𝐷𝐷,𝐀𝐀|𝐗𝐗𝐷𝐷)𝑞𝑞𝜙𝜙(𝐙𝐙𝑀𝑀|𝐗𝐗𝑀𝑀)[log𝑝𝑝𝜃𝜃(𝐲𝐲𝑀𝑀|𝐙𝐙𝑀𝑀) + log𝑝𝑝𝜃𝜃(𝐙𝐙𝑀𝑀|par𝐀𝐀(𝑅𝑅, 𝐲𝐲𝑅𝑅)) − log𝑞𝑞𝜙𝜙(𝐙𝐙𝑀𝑀|𝐗𝐗𝑀𝑀)]

• Where we assumed that: 𝑞𝑞𝜙𝜙(𝐔𝐔𝐷𝐷,𝐆𝐆,𝐀𝐀,𝐙𝐙𝐷𝐷|𝐗𝐗𝐷𝐷, 𝐲𝐲𝐷𝐷) = 𝑝𝑝𝜃𝜃(𝐔𝐔𝐷𝐷|𝐗𝐗𝐷𝐷)𝑝𝑝(𝐆𝐆|𝐔𝐔𝑅𝑅)𝑝𝑝(𝐀𝐀|𝐔𝐔𝐷𝐷)𝑞𝑞𝜙𝜙(𝐙𝐙𝐷𝐷|𝐗𝐗𝐷𝐷)
𝑞𝑞𝜙𝜙(𝐙𝐙𝐷𝐷|𝐗𝐗𝐷𝐷) = ∏

𝑖𝑖
𝑞𝑞𝜙𝜙(𝐳𝐳𝑖𝑖|𝐱𝐱𝑖𝑖)

In general, no (unbiased) 
minibatching 🙁🙁 Allows for unbiased minibatching! 😀😀



Example graphs of dependencies

Examples of the bipartite graph A that the FNP learns. The first column of each image 
is a query point and the rest are the five most probable parents from the reference set 
R. We can see that the FNP associates same class inputs.



Example graphs of dependencies

A DAG over R on MNIST, obtained after propagating the means of U and thresholding 
edges that have less than 0.5 probability in G. We can see that FNP learns a 
meaningful G by connecting points that have the same class. 



Inductive biases in toy regression

MC-Dropout Neural Process Gaussian Process FNP FNP+
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Punchline

Functional Priors are more intuitive and can still be scalable 
for both supervised and unsupervised learning. 
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