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Accelerating Eulerian Fluid Simulation With Convolutional Networks

Jonathan Tompson ' Kristofer Schlachter* Pablo Sprechmann®® Ken Perlin?

Abstract

Efficient simulation of the Navier-Stokes equa-
tions for fluid flow is a long standing problem
in applied mathematics, for which state-of-the-
art methods require large compute resources. In
this work, we propose a data-driven approach
that leverages the approximation power of deep-
learning with the precision of standard solvers
to obtain fast and highly realistic simulations.
Our method solves the incompressible Euler
equations using the standard operator splitting
method, in which a large sparse linear system
with many free parameters must be solved. We
use a Comvolutional Network with a highly tai
lored architecture, trained using a novel unsu-
pervised leamning framework to solve the linear
system. We present real-time 2D and 3D sim-
ulations that outperform recently proposed data-
driven methods; the obtained results are realistic
and show good generalization properties.

1. Introduction

Real-time simulation of fluid flow is a long standing prob-
lem in many application domains: from computational
fiuid dynamics for industrial applications, to smoke and
fiuid effects for computer graphics and animation. High
computational complexity of existing solutions has meant
that real-time simulations have been possible under re-
stricted conditions. In this work we propose a data-driven
solution to the invicid-Euler equations that is faster than

The dynamics of a large number of phy | phenomenon
are governed by the incompressible Navier-Sic equa-
tions, which are a set of partial differential equations that
must hold throughout a fluid velocity field for all time steps.
There are two main computational approaches for simulat-
ing these equations: the Lagrangian methods, that approx-
imate continuous guantities using discrele moving parti-
cles (Gingold & Monaghan, 1977), and the Eulerian, meth-
ods that approximate quantities on a fixed grid (Foster &
Metaxas, 1996). We adopt the later for this work

Eulerian methods are able to produce accurate results
ulating fluids like water with high compute costs. The most
demanding portion of this method is the “pressure projec-
tion” step, which satisfies an incompressibility constraint.
It involves solving the discrete Poisson equation and leads
to a well-known sparse metric and positive-definite
linear system. Exact solutions can be found via tradi-
tional convex optimization technigues, such as the Precon-
ditioned Conjugate Gradient (PCG) il
tionary iterative methods, like the Jacobi or Gauss-Seidel
methods. PCG exhibils fast asymptotic convergence, how-
ever it suffers from high time-constants and is generally
not suited to GPU hardware. The Jacobi method is used for
real-time applications, however it suffers from poor asymp-
totic convergence. Additionally, the computational com-
plexity of bath these algorithms is strongly dara- d
(ie. boundary condition dependent) and these iterative
methods are truncated in real-time to fit within a compu-
tational budget
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Imagination-Based Decision Making
Physical Models in Deep Neural Netw

Jessica B. Hamrick
University of California, Berkeley & Google DeepMind
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Abstract

A Physically-grounded and Data-efficient Approach
to Motion Prediction using Black-box Optimization
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Decision-making is challenging in continuous settings where complex ¢

of events determine rewards, even when these event sequences are larg,
servable. In particular, traditional trial-and-error leamning strategies may have
hard time associating continuous actions with their reward because of the size
of the state space and the complexity of the reward function. Given a model of
the world. a different strategy is to use ion to exploit the k

bedded in that model. In this regime. the system directly optimizes the decision
for each episode based on predictions from the model. We extend deep learning
metheds that have been previously used for model-free leaming and apply them
towards a model-based approach in which an expert is consulied multiple times in
the agents” imagination before it takes an action in the world. We show prelimi-
nary results on a difficult physical reasoning task where our model-based approach
outperforms a model-free baseline, even when using an inaccurate expert.

1 Introduction

‘While significant advances in deep learning have been made in areas of reinforcement learning [1.2]
and control [3], most efforts focus on optimization during leaming rather than at decision time. On-
line optimizalion methods, in which an agent can compute the best course of action on-the-fly, have
been explored extensively in traditional machine learning. but have received little attention by deep
learning-based efforts. Only recently has any work begun to address the problem of online compu-
tation in deep neural networks at all. Forexample, [4] proposed a method for adaptive computation
time (ACT) in which the network leams to spend more time on more difficult problems. However,
this approach assumes that the result of the computation will be an expectation, rather than an opti-
mum. [5] trained a network to perform gradient descent updates for another network, outperforming
existing black-box optimizers on several regression and classification tasks. To our knowledge. how-
ever, no one has yet investigaied methods for online optimization in a deep learmning regime during
planning- or control-based tasks.

We present a method for model-based decision making in neural networks in which the optimiza-
tion occurs online, and evaluate our approach on a difficult physical reasoning task. In this task, a
force needs to be applied to a spaceship such that it will arrive at a particular location in space after
a certain amount of time (Figure la). Importantly, the gravity of the surrounding planets affects
the trajectory of the spaceship in highly nonlinear ways. We show that a model-free parameter-
ized controller performs poorly on this task. but when it is allowed to perform additional online
computation—i.e.. irying out multiple actions using a model, which we term an experr—its perfor-
mance improves significantly. even when the expert is inaccurate.
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