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Management summary

Thisreportis the third one of the project “EXCTRA - EXploiting the Click-TRAil. Assessing the benefits
of Learning Analytics”. The main objective of the project coveringthree reportsisto figure out how
learning management system (LMS) data can be better used to predict student performance in order
to facilitate educational interventions. In the first report, we gave an overview of the academic
literature on learninganalytics. In the second report, we offered atemplate to convert the raw LMS
data to an analysable dataset. Inthis third report we use the LMS data from seventeen blended
courses with 4,989 students taught at Eindhoven university of Technology, combined with datafrom
a test for prospective students (the “TU/e Study Choice Check”). With these datawe answerthe

following questions:

1. Whatare the characteristics of the blended courses taught at Eindhoven University of
Technology using the learning management system Moodle?

2. Whatis the portability of the models predicting student performance using data from
learning management systems across courses?

3. Whatis the value of using data from a learning management system comparedto learner
data and performance data for the (early) prediction of student performance?

4. Whatis the relationship between data from learning management systems and learner

characteristics that are known to be good predictors of student performance?

Scientific problem background

Giventheincreased use of learning management systems (that track all online behaviour), learning
analytics has recently focused more and more on the interpretation of students’ online behaviour.
The aim isto obtaininsightinto students’ onlinelearning behaviourand through that to improve the
study materials, support students’ learningin better ways, and in general get abetterunderstanding
of which kinds of teaching is most appropriate under which conditions. One of the majortopicsin
learning analyticsisthe prediction of student performance. Previous studies have shown alarge
diversityinthe methods and variables used for the predictive modelling of student performance.
Thisresultsin different outcomes that are hard to compare. Even when the same methods are used,
differentresults are found. Hence, the portability of the models across courses might be low.
Additionally, most studies focus on datafrom learning management systems only, while ignoring
learner characteristics such as ability, personality, and motivation. These variables have been found
significantand robust predictors of student performance. However, the prediction models using
learnerdataand LMS data have rarely been combined or compared. Thisisthe mainreasonwhy in
the current study we aimto determine the value of using LMS data and learner data for predicting

student performance and the portability of these models across courses.

Course characteristics
The data from the learning management system Moodle were used to determine the characteristics

of the courses taught using Moodle. In total seventeen courses were analysed, mostly first-year
coursesinthe fields of Mathematics or Physics. The courses were quitesimilarand varied only
somewhatinthe level, type, assessments, and course design. Almost all courses could be classified



as sharing and submission courses, with the most activity foundinthe resources and quizzes.
Activities which foster collaboration and communications such as a discussion forum, peer-reviewed

assignments, ora wiki were rarely used.

Portability of models predicting student performance using LMS data
Correlational analyses, ordinary least squares regressions, multi-variate analyses, and multiple linear

regressions were used to determinethe portability of the models predicting student performance
across the seventeen courses. While in-between assessment grade and the total number of sessions
correlated significantly in most courses, all other predictors correlated significantly only in 30-60% of
the courses. Moreover, the regression analyses showed differences among the effects of the
predictors of the courses. The irregularity of study time persession was the least presentinthe
models (6 out of 17), while total time online and the irregularity of study interval were most often
present (12 out of 17). However, the sign of the predictors sometimes varied. Only in-between
assessment grade and the number of online sessions showed consistently positive effectsand the

time until the first activity consistently showed a negative effect.

Thus, LMS data from different courses cannot be simply combined, hence the portability across
coursesislow. This makes it hard to draw general conclusions about which LMS predictors are useful
for the prediction of student performance, and general conclusions should be restricted to the more
robustvariables (in-between assessment grade, total number of sessions, and time untilfirst
activity). Nevertheless, the regressions per course showed that LMS data could explain 10% to 37%
of the variance in final exam grade, indicating that these data are still useful for the prediction of
student successina single course.

Predictability of student performance using LMS data, learnerdata, and performance data
In the second study, learner dataand in-between performance datawere added to the LMS data. As

learnerdatawere not available forall students, this resulted in asubsample of five courses with 888
students. Multi-variate analyses and multiple linear regressions showed that learner datahad a
higheraccuracy in predicting student performance compared to LMS data: learner data explained
31% of the variance in final exam grade (cross-validated R?=0.12), while LMS data explained 19% of
the variance (cross-validated R?=0.06). However, when in-between assessment grades were added
to LMS data (39% of the variance explained, cross-validated R? =0.16), learnerdata had a lower
accuracy. Moreover, when LMS data was added to learner data and performance data, it had limited
addedvalue forthe prediction of student performance.

The predictions overtime showed that LMS data and learner data are especially useful forearly
prediction of student performance, before in-between assessments are available. Especially week 3
appearedtobe the best compromise between accuracy and early feedback. However, the
predictions were still faraway from an accurate prediction (typically more than 1.35 points on scale

of 0to 10), indicating that these predictions are not suitable for targeted early interventions.



Relationship between LMS data and learner data
Lastly, the relationship between LMS data and learner characteristics was determined. It was found

that there was only a limited relationship between those variables. Conscientiousness and time
management did show significant correlations with most of the LMS variables, but the effect sizes
were low, with correlations between 0.07and 0.15. In-between assessment grade showed
significant correlations with all LMS variables, with small to moderate effe ct sizes ('s=0.07 - 0.32).
Thisindicates that LMS data may still be used to predictin-between assessment grades. Asin-
between assessment grades are a part of the final exam grade, this can also give anindication of
whetherastudentis at risk of failing the course.

To conclude, this study provided insightin how LMS data, produced as a by-product of online
learning, can be used to predict student performance toimprovelearning and teaching. The results
showedthat only a limited number of LMS features are usedinthe TU/e courses. Moreover, LMS
data can be usedforthe prediction of student performance. Although the prediction models of final
exam grade vary across the courses, and hence the portability is low, we showed thatin-between
assessment grades, the number of sessions, and the time until the first activity were prettyrobust
predictors across courses. Additionally, LMS data are still usefulforthe prediction of student
performanceinasingle course. When learnerdataor in-between assessment data are added to LMS
data, the accuracy of the prediction and especially the early prediction improves, but the prediction
accuracy is currently too low for targeted early intervention. Lastly, LMS data showed to have some

relation with in-between assessment grades, conscientiousness, and time management as well.

Future work shouldinclude course characteristics or incorporate theoretical concepts and
arguments about students’ learning behavior and learning processes toimprove the accuracy and
portability of LMS data and to get a better understanding of how LMS data can be used to predict
student performance. With a better understanding of LMS data, this rich amount of data may be
betterusedtoits full potential. With this study we hope to have contributed to facilitating this

endeavor.
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1 Introduction

Improvinglearningandteachingis akeytopicin educational context. Learninganalyticsis defined as
the contextualization and interpretation of behavioural data, contextual data, and learner datato
improve learningand teaching (Siemens & Baker, 2012). Although the field and the termlearning
analytics are rather new, analysing student datato understand how students learn and toimprove
learning and teaching has been a topicof research for overdecades. Formerly, analyses on student
data were mostly conducted using student characteristics,also known as learner data, measured
with validated questionnaires. With the advancement of computers and internet, the field entered a

whole new era.

For example, nowadays a vast majority of educational institutions make use of Learning
Management Systems (LMSs) (Retalis, Papasalouros, Psaromiligkos, Siscos, & Kargidis, 2006). LMSs
support studentlearning by providing content online and by allowing for additional benefits such as
presentations, quizzes, assignments, and forums (Pifia, 2012). LMSs supportteachers by enabling
themto provide such contentina relatively easyand integrated way. Moreover, as every actionis
recorded and storedin an LMS, insight can be gainedin students’ online behaviour. Thesedataare
produced as a by-product of theirlearning, and nointerventionis needed. Accordingly, researchers
started using LMS data instead of learnerdatatoimprove learning and teaching.

Currently, much researchin the field of learning analyticsis focussed on predictive modelling of
student performance (Baker & Yacef, 2009; Buckingham Shum & Ferguson, 2012; Romero &
Ventura, 2010). Specifically, these studies try to predict students’ grades and students who are at
risk of failinga course (Gasevi¢, Dawson, Rogers, & Gasevic, 2016). Predictive modelling of student
performance isanimportantstepinlearninganalytics, asitinforms the implementation of
intervention, such as personalized feedback. Contrary to student characteristics questionnaires,
LMSs provide raw log data, not concrete measurements. Thus, the questionis how LMS data can be
used to predict student performance. To date, most studies use different methodologies with
various sets of predictors, generated from the raw log data (Conijn, Snijders, Matzat, & Kleingeld,
2016). Because of these differences, the studies are hard to compare and the best way to predict

student performance remains unknown.

Moreover, the questionis whetherthere isactually one best way to predict student performance.
When similar methods and predictors are used, studies still found different resultsin the
correlational analyses and prediction models. Thus, the effects of LMS behaviour on student
performance might differ perinstitution oreven percourse. Gasevicetal. (2016) indeed found
differences between models predicting final grade in nine courses within one institution. Hence, the
portability of prediction models across courses might not be that high. However, Gasevic¢etal.
(2016) used predictors which were related to specificmodulesin the LMS, which were not available
inall courses. Moreover, the courses differed to a great extent (from biology to graphical design and
accountancy) with different types of students and different features used in Moodle. Thus, the
differencesinthe prediction models could be explained by the differencesin students and courses

and the fact that not the same set of predictors was usedin every course.
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Therefore, in ourfirst study we determinethe portability of the prediction models across courses
within one institution, with amore homogeneous group of students (all technical students) and a
more homogeneous set of courses, while using only predictors which are availableinall courses. To
determine this, dataare used from seventeen blended courses taught at Eindhoven University of
Technology using Moodle LMS. We first explore the course characteristics to determine the
differences between the courses using Moodle LMS at this university. Thereafter the prediction
models forstudent performance using LMS data are analysed. This resultsin the following research

questions:

1. Whatare the characteristics of the blended courses taught at Eindhoven University of
Technology using the learning management system Moodle?

2. Whatis the portability of the models predicting student performance using data from
learning management systems across courses?

In our second study we add learnerdata and performance datato the LMS data. Contrary to LMS
data, learnerdatasuch as past performance, personality, and motivation have been found
significantand robust predictors across courses (e.g., Britton & Tesser, 1991; Conard, 2006;
Dollinger, Matyja, & Huber, 2008; O’Connor & Paunonen, 2007; Superby, Vandamme, & Meskens,
2006). Learnerdata mighteven be a better predictorforstudent performance, asit can provide
more detailed and timely information (Buckingham Shum & Crick, 2012). However, the prediction
models usinglearnerdataand LMS data have rarely been compared, exceptfor Tempelaar, Rienties,
and Giesbers (2015) whoindeed found that LMS data are of limited value comparedtolearner
dispositions and performance data. Therefore, our second study aims to compare the value of the
different datasources (learnerdata, performance data, or LMS data) for the prediction of student
performance. Thisis done both at the end of the course as well as during the course, at a pointin

time were interventions are still meaningful (Campbell & Oblinger, 2007):

3. Whatis the value of using data from a learning management system comparedto learner
data and performance data forthe (early) prediction of student performance?

Currently, LMS data are mostly used to predict student performance. However, LMS data mightalso
be usedas a ‘live’ way of measuring student characteristics, or the other way around, student
characteristics mightinfluence the behaviour of studentsinthe LMS. Commitmentand teamwork
are found notsignificantly related to LMS behaviour (lglesias-Pradas, Ruiz-de-Azcarate, & Agudo-
Peregrina, 2015). However, other characteristics mightinfluence LMS behaviour, such as for
example motivation, time management, conscientiousness, orin-between assessment grades.

Therefore, ourlastresearch questionis:

4. Whatare the relationships between data from learning mana gement systems and learner
data?



2 Study1-LMSdata: Method

The aim of the first studyis to determine the portability of the prediction models using LMS data
across courses. Thisstudyisin the review processforthe special issueon learning analytics of the
IEEE Transactions on Learning Technologies journal (Conijn, Snijders, Kleingeld, & Matzat, under

review).

2.1  Participants and study context

For this study, data were used from courses using Moodle LMS taught at Eindhoven University of
Technology in the firsttwo quarters (fall and winter) of cohort 2014-2015. Data were used from
courses with at least 50 students, which resulted in asample of seventeen courses with 6,601
students. Data from students who did not take the final exam, or who did not take the final exam for
the firsttime directly afterthe lecture period, were excluded from the analyses. Thisresulted in the
final sample of 4,989 studentsin these seventeen courses. The amount of students per course
ranged from 62 to 1,121 (M =293, SD = 324). Some students were enrolled in multiple courses:
1,445 students were enrolledin 1course, 1,121 studentsin 2 courses, 143 studentsin 3 courses, 147
in4 courses,and 57 in5 courses. Hence, the sample consisted of 2,913 unique students. More

information about the courses can be foundinsection 3.1.

Data of the coursesinthe fall quarter were collected from August 25™ 2014 (1 week before the
lectures started) until November 9" 2014 (end of the exam week) and grouped per week, which
resultedin 11 weeks of data. Data of the coursesinthe winter quarter were collected likewise from
November 32014 (1 week before lectures started) until February 152015 (end of the exam week).
As the two-week Christmas break fell into the winter quarter, this resulted in atotal of 13 weeks of
LMS data.

2.2 Data pre-processing

As the LMS provides raw logdata, the data needsto be pre-processed first. The pre-processingis
doneinR, based on the methodfor pre-processing LMS data described in more detail in our
previous report (Nij Bijvank, Conijn, Snijders, Matzat, & Kleingeld, 2016). Four basicaggregated
predictors were used per course, as these are often used inthe literature (Conijnetal., 2016): the
total number of clicks, the numberof online sessions, the total time online, and the total number of
views. Asession was defined similarly asin Zacharis (2015), as the sequence of behaviourfromthe
first click afterthe login to the LMS until the last click before logging out, or the last click before
stayinginactive foratleast 40 minutes. Additionally, each session had to consist of at leasttwo
clicks. The time betweenthe firstand the last click of a session was used to compute the total time
online. Nexttothe basicpredictors, more complex predictors based on study patterns were
included: the irregularity of study time (SD of the time persession), the irregularity of study interval
(SD of the time between sessions), the largest period of inactivity (time between two sessions), the
time until firstactivity, and the average time persession. Next to LMS data, the final exam grade was
collected and used as outcome variable. The final exam grades are on a scale from 0 to 10, where
grades > 5.5 indicate a pass and grades < 5.5 indicate afail. The descriptive values of the predictors

and outcome variable can be foundin Table 1.



Table 1: Descriptive statistics LMS variables and outcome variable

Variable N Min Max M SD
Total number of clicks 4989 1 5435 605 630
Number of online sessions 4989 0 127 30.3 21.2
Total time online (min) 4989 0 6167 815 678
Number of course page views 4989 1 1665 208 144
Irregularity of study time 4989 0 16374 1926 993
Irregularity of study interval 4989 0 24666278 309000 252000
Largest period of inactivity (min) 4989 0 110591 20500 13100
Time until firstactivity (min) 4989 786 116195 17167 11250
Average time persession (min) 4989 0 256 27.2 15
Final exam grade 4989 0 10 5.44 2.34

2.3  Data analyses

Afterdata pre-processinginR, all analyses were run with Stata 14. First of all, some explorative
analyses were done to determine the course characteristics. Thereafter, correlational analyses and
ordinary least squares regressions, multi-level analyses, and multiple linearregressions were run to
determine the portability of the prediction models using LMS data across courses. Assome students
followed multiple courses, there was overlap between the students. Moreover, as the data was
clustered by course, multi-level analyses were run with crossed-random effects for studentand
course. Additionally, multiple linear regressions were run on all courses separately, using stepwise
backward regression, where all predictors with a p-value>.2 were removed from the model. Asthe

assumption of homoscedasticity was often not met, robust regressions were used.



3 Study1 - LMSdata: Results

3.1 Course characteristics

In the fall and winter quarter of 2014-2015 a total of 28 courses of Eindhoven University of
Technology used Moodle LMS. In this study we only use data from courses which had at least 50
students, which resulted in a total of seventeen courses. An overview of the courses and course
characteristics can be foundin Table 2. Most of the courses were first-year courses, butalso three
second-year, one third-year, and to prerequisite courses for entering the graduate programs were
included (pre M). The coursesincluded of basiccourses which every undergraduatestudentatthe
university has to take, to specificcoursesin the fields of mathematics, physics, and psychology.

All courses were blended courses, as part of the course was presented online in Moodle LMS
combined with three to six hours of face-to-face lectures per week. Sixteen courses made use of the
quizzesand forfifteen of these courses most activity inthe LMS can be foundin the quizzes (47% -
94% of the clicks). Fourteen courses provided additional content orresources online, two courses
provided an assignmentonline, one course a peer-reviewed assignment, and one course a wiki. A
discussionforum was provided in all courses, but the usage was really low in most courses with on
average 0to 5.6 clicks per student. In only one course (Behavioural Research Methods) students
showed somewhat more activity in the forum (average of 23.5 clicks per student). Some modules
were used even less, such as the attendance and the poll function. The chat function and virtual

classroom were not used at all.

The counts of online activities show that the courses are similarin the implementation of blended
learning, according to the classification of blended learning made by Park, Yu, and Jo (2016). Most
courses could be classified as sharingand submission courses, as they provided content,
assignments, and quizzes. Two courses were somewhat different and could be classified differently.
Behavioural research methods could also be classified as a delivery ordiscussion course, as this
course made use of a wiki and the discussion forum more extensively. Linearalgebra 1could also be
considered asa communication or collaboration course, as the course included peer-reviewed

assignments.

The coursesvariedinthe typesand the weights of the assessments. Most courses used multiple
assessmentsto calculate the final course grade. One course (Linear Algebra) used only the final exam
grade to calculate the final course grade. Forthe othercourses, the final course grade consisted for
50% to 80% of the final exam grade. The other part of the final course grade consisted of entry test
grade (forthe four Calculus courses), online homework (seven courses), offline homework (seven
courses), and a midterm exam (fourteen courses).
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Table 2: Course characteristics courses using Moodle LMS

Online activities (% of clicks)

Assessment weights

] £ 8§ = = 5§ 25 2 5, b e 5
£ 2 g s¢>5 g 5§ =+ e FeE=z|f g2 g § (MM
- = Si$83 5 5 3 5 r&m:2|E% £ EE E o |study study
Course name 9 3 83 | © 2 84 So2 z 2 £ |1 2
— a @©
1 CalculusA 1 1 Basic 4.5 889 2.9% 4%  80% 10% 10% 10% 70% 438 122
2 CalculusB 1 1 Basic 5.3 1164 .6% 5% 85% 10% 10% 10% 70% | 1121 297
3 CalculusC 1 1 Basic 5.3 742 .9% 5% 75% 10% 10% 10% 70% 227
4 Calculus pre M Architecture 1 PreM Basic 3.0 815 1.8% .0% 94% 10%  10% 80% 135
5 Settheoryand Algebra 1 1 Mathematics 6.0 587 8.3% A% 71% 15% 15% 70% 73
6 LinearAlgebraandVectorCalculus 2 2 Mathematics 6.0 673 1.0% 1% 90% 10% 30% 60% 120
7 LinearAlgebra 1 PreM Mathematics 4.5 279 2%  89% 100% 76
8 Experimental Physics 1 1 1 Physics 5.3 302 4.1% 2% T77% 40% 60% 168
9 Experimental Physics 2 2 1 Physics 6.0 9 | 4.7% 0% 75% 40% 60% 155
10 Behavioural Research Methods 2 2 Psychology 4.5 620 | 14.1% 3.1% 58% 5% 30% 70% 136
11 AppliedPhysical Sciences formal 2 1 Basic 6.0 234 1.4% A% 79% 10% 20% 70% 836 45
12 AppliedPhysical Sciences conceptual 2 1 Basic 6.0 227 1.1% A% 81% 10% 20% 70% 822 350
13 Condensed Matter 2 3  Physics 3.0 189 4.1% A% 78% 30% 70% 74
14 Intro to Psychology & Technology 1 1 Psychology 4.5 189 | 13.2% 2% 47% 6% 10% 20% 20% 50% 154 74
15 LinearAlgebral 1 1 Mathematics 6.0 61 5% 29% 30% 15% 15% 70% 66
g
16 Statistics 2 2 Mathematics 6.0 164 .0% 89% 15% 15% 70% 326
17 The Effectiveness of Mathematics 2 1 Mathematics 6.0 198 | 18.5% 1% 37% 50% 50% 62
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Thus, the courses vary somewhatintype, level, course design, and assessment weight. Interesti ngly,
most courses did not exploit the full potential of LMSs, as many interactive features such as wikis,
virtual classrooms, and peer-reviewed assignments are hardly utilized. However, as all courses
implemented blended learninginasimilarway and use more similarfeaturesin Moodle, the courses
are more similar compared to Gasevic¢etal. (2016). Moreover, all courses are mostly first-year
courses and are from a technical university, which attracts a more homogeneous group of students.
Therefore, inthe following we analyse whether the portability of the prediction modelsislow, asin
Gasevicetal. (2016), usingmore similar courses and a more homogeneous group of students, and
thereby controlling more for student and course effects.

3.2 Portability of LMS data
To determine the portability of the LMS data several analyses were conducted: correlational
analyses, ordinary least squares regressions, multi-levelanalysis, and multiple linear regressions.

3.2.1 Correlationalanalyses

To determine the portability of the LMS data across courses, first of all Pearson correlation analyses
were conducted between finalexam grade and the predictorvariables on both the whole sample
and the courses separately. The results can be foundin Table 3 (p. 14). The correlational analyses on
the whole sample showed that only the irregularity of study time did not significantly correlate with
final exam grade. The total number of clicks, the number of online sessions, the total time online,
and the number of course page views were all positively related with final exam grade. A higherSD
of the studyinterval, alonger period of inactivity, alongertime until the firstactivity, and alonger
average time persession were all related with alowerfinal exam grade. However, all effect sizes
were below .21.

The correlational analyses on all courses separately showed different results across the courses.
None of the predictors correlated significantly in all of the courses. The numberof online sessions
was the moststable predictor, asit correlated significantly in the most courses (14 out of 17). All
other predictors correlated significantly in only 30% to 60% of the courses. Moreover, some of the
variables showed even substantial differencesin the direction and the effect size of the correlation
across courses. Thisindicates that the effects of the variables as predictors might differ across

courses.

3.2.2 Ordinary least squares regressions

To determine to what extent the effects of the variables on final exam grade differ across courses,
ordinary least squares regressions were run on all courses with the courses coded asdummies and
interaction effects foreach course with the predictors. Asthere was overlapin the students, student
clustered standard errors were used. All nine basicand study pattern predictors varied significantly
and substantially between the courses (all p’s <.001). However, these standard regressions are an
obvious simplification of the structure of the data. The data shows a hierarchical structure and is
clustered by course and student (as not all cases represent unique students. To take this structure

intoaccount, a multi-level regression analysis is conducted.
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3.2.3  Multi-level analyses

A multi-level analysis on final exam grade with crossed-random effects for course and student was
run to check whetherthere isindeed somevariance in student performance that resides at course
level. The analysis showed that 8% of the variance resides at course level and 48% resides at student
level, leaving 44% of the variance unexplained. This means that the clustering at course and student
level cannotsimply be ignored and that the highest gain in explaining the variance can be found on
the studentlevel. Combined, these results show that we cannot simply combine the LMS data of all
coursesintoone analysis without using alarge number of interaction effects. Therefore, inthe
following all courses are analysed separately, to investigate the differences between the prediction

models percourse.

3.2.4  Multiple linear regressions

Multiple linear regressions wererun with final exam grade as outcome variable and all nine basic
and study patternvariables as predictors. All predictors with asignificance levelbelow .2 were
removed fromthe models. The results of the final models with standardized coefficients forthe
predictorvariablesare shownin Table 4. The results show that for each course LMS data can explain
some of the variance in final exam grade. However, the amount of explained variance differstoa
great extent: from 8% for course 9 (Experimental Physics 2), where none of the predictors were

significant, to 37%in course 7 (Linear Algebra).

Additionally, the predictorvariablesincludedin the final models differ to a great extentaswell.
None of the predictorsis presentin all of the models. The total time online and the irregularity of
study interval are most often presentinthe models (12 out of 17), whereas the irregularity of study
time persessionisthe least present(6outof 17). Some predictors even differinthe direction of the
coefficient across courses. Two exceptions are the number of sessions which always shows a positive
coefficient and the time until the first activity which always shows a negative coefficient. This implies
that more general conclusions based on our current dataset should be restricted tothese two
variables; more onlinesessions and less time until the first session (i.e. starting early) go witha
highergrade.

3.2.5 Conclusion

To conclude, the results showed differences in the correlational analyses of final exam grade with
the predictors overthe different courses. Moreover, substantial differences were foundinthe
regression analyses between the sign and the size of the predictors across courses. This shows that
we cannot simply run analyses on the data of multiple courses combined withoutincludingalarge
number of interaction effects. Hence, the portability of the models for predicting student
performance appears to be low. For individual courses the prediction mode s still provide useful
information forthe instructortoimprove learning and teaching, but it cannot simply be assumed

that the models can be used forothercourses as well.
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Table 3: Correlations between final exam grade and LMS variables for all courses (Pearson's r)

Course
All 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17
Total number of clicks .04** L1e*** .01 .03 A1 .05 .10 -.16 .15 -.07 ALFREX S A1RRE 0 3%k 90% 17* .08 5% 3%
Number of online sessions 20%Fx 37k 32%¥x po¥kx 3 Rk 20 .22*% -.04 .20%* .04 L53FEx 41k 30%x 26% 26%F* 3p%F 16%* 44%H*
Total timeonline (min) JL2%Ex D4k .18*** .09 33%*¥*x .04 .22*% -04 12 -.06 AQFEX - 7Rk gk 40%** 11 -.04 .04 .20
Number of course page views J1gkx 3 HEH 23%kk 0% .18* 22 .15 -.03 .09 -.09 L3gkk 4 Rkx 3 kRk 6% .15 27* 14* 37**
Irregularity of study time .03 -.03 -.04 -.06 .06 -19 .18* -10 -.01 -.09 .05 31w 20%*%*%  30* -21**  -17 -.08 -.15
Irregularity of study interval Sl1wRx 33k _pgxEEk Q% xkx _19%* -17 .00 .09 .07 .01 -33%*¥*  _05 -.02 -12 -13 -27*%  -.07 -.35%*
Largestperiodofinactivity (min)  -.06*** - 1p*** - 17*%* _32¥** _12 -12 .06 -.01 13 -04  -31*%* 10** .06 .02 .02 -25* .00 -17
Time until firstactivity (min) S 13k L 15%* -16***  -.08 - 32%k% .13 -19*  -36**F  -29%%*  _20* -05 S 13FR* 3%k _95% -.04 -.06 -18** .04
Average time per session (min)  -.05***  -06 -.05 -.14%* .02 -17 -.05 .07 -.04 -.07 .05 Ae*xx 15%% 06 -.20* -22 -.10 -27%*
N 4989 438 1121 227 135 73 120 76 168 155 136 836 822 74 154 66 326 62
a* p<.05, **p <.01, *** p<.001
Table 4: Final models multiple linear regression on all courses

Course

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17
Total number of clicks -0.20** -0.39%**  .0.36*** -0.31 -0.14 -0.30* 1.30%* 0.14* 0.21* 1.91%*
Number of online sessions 0.24** 0.12 0.14 0.55%** 0.44%** 0.24%* 0.60*** 0.46%* 0.27
Total time online -0.19* 0.17 -0.23 0.25% 0.29 0.34%* -0.34*%**  .0.18* 0.76%** 0.16 -0.23%* 0.19
Total number of views 0.31%** 0.33*** 0.35%* 0.63*** -1.38%* -0.17  -0.42** -2.28%* -0.52%*
Irregularity of study time -0.09 0.26* -0.57** 0.17*** -0.40* -0.16
Irregularity of study interval ~ -0.37***  -0.32%** -0.19%* 0.38 -0.52* 0.27 -0.10 -0.22** -0.12 -0.34 -0.53%**  .0.77
Largest period of inactivity 0.16* 0.15** -0.25%* -0.56* 0.56* -0.24 0.32%** 0.19%* 0.33* 0.50** 0.72*
Time until first activity -0.08 -0.10%** -0.27%* -0.17 -0.58%** -0.27*¥*%*  -0.21 -0.12%
Average time per session 0.22** -0.22 0.35%* 0.14 0.13**  -0.15 0.20 -0.18* -0.20
R? .17 .19 .18 .18 .13 .13 .37 .18 .08 .32 .23 .12 .29 .19 .17 .10 .32
N 438 1121 227 135 73 120 76 168 155 136 836 822 74 154 66 326 62

2 Standardized betas for all variables
b * p<.05,** p<.01,** p<.001
¢) Constants omitted from the table
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3.2.6 Discussion

The differencesinthe prediction models might be explained by differencesin course characteristics
and student characteristics across courses. Winne and Hadwin (1998) stated that learningis notonly
affected by task conditions (such as course characteristics), butalso by internal factors, such as
student dispositions and motivational factors. Hence, student and course characteristics could also
influencethe behaviourinthe LMS and explainthe differencesinthe prediction models. However,
the current sample of seventeen coursesis too small to determine if and which course
characteristics have an effect on the prediction models. Therefore, we only focus on the student
characteristics here. In our second study we include these student characteristics, also known as
learnerdata, to find out whetherthese data can explain the differences between the models.
Moreover, we determine which datasource, LMS data or learnerdata, has the highest powerin
predicting final grade atthe end of the course and during the course. Lastly, we determine how LMS
data and learnerdata are related.
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4 Study2 - LMS data and learner data: Method

4.1 Participants and study context

For the second study, LMS data from study 1 were combined with learner dataand performance
data (in-between assessment grade). Learner data came from a survey among prospective students
of Eindhoven University of Technology. In total 426 students both participatedinthe surveyand
completed atleastone course thatemployed Moodle LMS. The survey data (learner data) of these
students were combined with LMS data and performance data available percourse usingR. Only
courses where atleast 45 students had taken the test were included, which resulted inasample of 5
courses with 426 unique students. As some students followed multiple courses (32 students
followed 1course, 326 followed 2, and 68 followed 3), thisresulted in atotal of 888 studentsinfive
courses. As the whole sample consisted of 3,371 cases in these five courses, these 888 cases were a
subsampleinthese courses(26.3%). The five coursesincluded were: Calculus A, Calculus B, Applied
Physical Sciences formal, Applied Physical Sciences conceptual, and Introduction to Psychology &
Technology (see Table 2, p. 11).

4.2 Learner data

The learnerdata were extracted from an online questionnaire, which was part of the TU/e Study
Choice Check for prospective students of bachelor programs at Eindhoven University of Technology,
which was distributedinthe first half of 2014. Since 2014, all Dutch highereducation institutions are
requiredto offer some form of study choice check (ranging fromjust an online questionnaire to
extensive on-site orientation programs), resultingin astudy advice. The objective is to provide
students the opportunity to make a well-considered decision with respect to theirfurthereducation,
to preventdrop-out and unnecessary switching between programs. The study choice check at
Eindhoven University of Technology consists of an online questionnaire, an interview with a staff
member, and an orientation activity at the university (e.g., alecture, group work, asample exam).
The orientation activity takes place between three to six months beforethe start of the academic

year.

Data usedinthe currentstudy came froma pilot of the online questionnaire, which onlyincluded
prospective bachelor students of the departments of Industrial Engineering & Innovation Sciences
and Built Environment, resultingin a strong selectivity of students. Aninvitation to complete the
guestionnaires was sent three weeks before the prospective students took partin the on-site
orientation activity. When students did not complete the questionnaire before the orientation
activity, extratime was provided to completethe questionnaire during the activity. Thisresultedina
response rate of nearly 100% of the students who participated inthe orientation activity. Based on
the online questionnaire, an advice concerning the study choice was given to the prospective
students, categorized in ‘abilities & skills’ and ‘motivation for study choice’.

The questionnaire measured demographics and atotal of nine factors related to abilities & skills (5)
and motivation forthe study choice (4). The demographical measures were gender, chosen Bachelor
program (Industrial Engineering (IE), Psychology & Technology (P&T), Sustainable Innovation (SI), or

Built Environment (BE)), and profile in prior education (science -oriented or society-oriented). Most
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of the ability/skills and motivation factors were adapted from validated questionnaires. The factors
had beenshown to be significant predictorsinaprevious longitudinal study on student performance
and study continuation atthe department of Industrial Engineering & Innovations Sciences (Bipp,
Kleingeld, & Schinkel, 2013). The items for these factors (in Dutch) can be foundin Appendix A.

Skills and capacities consisted of: GPA prioreducation, conscientiousness, time management, lack of
study strategy, and self-efficacy. GPA was calculated using the average final grade forall coursesin
prioreducation, with ahigherweight forthe courses thatare required to enter the study program
(Mathematics forall four Bachelor programs, and in addition Physics for Built Environment).
Conscientiousness was measured using the validated Dutch translation of the nine-item
conscientiousness scale of the Big Five Inventory (Denissen, Geenen, van Aken, Gosling, & Potter,
2008). A sampleitemis ‘Perseveres until the taskis finished'. Time management was measured
using fouritemsfromKleijn, Topman, and Ploeg (1994). A sampleitemis ‘I start on time to prepare
for an exam’. Lack of study strategy was measured using the lack of strategy scale developed by
Harackiewicz, Barron, Tauer, Carter, and Elliot (2000). This scale consists of three questions (e.g. ‘I
oftenfindthat! don’tknow what to study or where tostart’) and was translated into Dutch. Self-
efficacy was measured using aslightly adapted version of the self-efficacy scale of the Motivated
Strategiesfor Learning Questionnaire (MSLQ) (Pintrich & De Groot, 1990). This scale consisted of
nine questions related to students’ perceived competence and confidence intheir performancein
the program (e.g. ‘Comparedto otherstudentsinthisclass|expecttodo well’) and was translated
to Dutch. Conscientiousness and time management were measured using afive-pointscale, ranging
from 1 (almost never) to 5 (almostalways). Lack of study strategy and self-efficacy were measured
using a seven-pointscale, ranging from 1 (completely disagree) to 7 (completely agree).

Motivation for study choice consisted of: connection with study program, confidence study choice,
amotivation study choice, and external regulation. The connection with the study program was
measured viasix questions that were selected and adapted from the Dutch ‘Startmonitor’, a
national annual survey among students who start with their higher education (e.g. ‘This program fits
well with myinterests’) (Warps, Hogeling, Pass, & Brukx, 2009). The confidence with study choice
items were developed specifically for the Study Choice Check at TU/e. This scale consists of four
questions (e.g. ‘I hesitate between the TU/e and otheruniversities’). The lack of motivation
(amotiviation) for the study choice was measured using the amotivation items from the Situational
Motivation Scale (SIMS) (Guay, Vallerand, & Blanchard, 2000). From this scale, three questions were
adapted and translatedinto Dutch (e.g. ‘There may be good reasons to do this program, but
personallyldon’tsee any’). External regulation occurs when a student choses a study program
because of a felt obligation. This was measured using the external regulation items fromthe
Situational Motivation Scale (SIMS) (Guay et al., 2000). This scale consists of four questions which
were translated to Dutch (e.g. ‘I choose this program because I'm supposed to do it’). All
motivational factors were measured using a seven-point scale,rangingfrom 1 (completely disagree)
to 7 (completely agree).
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Overall, the ability/skills of the respondents were high: on average the students had a high GPA, high
conscientiousness, high time management, high self-efficacy, and littlelack of study strategy. These
resultsareinline with a similarstudy previously conducted at the same university (Bipp etal., 2013).
Moreover, the motivation factors were high as well. On average, the students had high connection
with the study program, high confidence, and high motivation forthe student choice. The external
regulation forthe study choice was low. Thus, even before the orientation activity took place, the
studentsalready had a high motivation fortheirstudy of their choice. An overview of the descriptive

values of the skills/abilities and motivation factors can be foundin Table 5.

Table 5: Descriptive values of learner data (unique students) used to predict student performance

Variable N Min Max M SD

GPA prioreducation ® 394 5.49 8.70 6.87 0.52
Conscientiousness 426 2.33 5.00 3.77 0.50
Time management 426 1.50 5.00 3.75 0.65
Study strategy (lack of) 426 1.00 5.67 2.14 0.92
Self-efficacy 426 2.78 6.89 4.94 0.66
Connection with study program 426 3.00 7.00 5.55 0.64
Confidence study choice 426 2.75 7.00 5.57 0.89
Amotivation study choice 426 1.00 4.25 1.49 0.63
External regulation study choice 426 1.00 5.50 2.03 0.94

4.3 Performance data

The performance data collected forall 888 cases consisted of final exam grade and in-between
assessment grade. All gradesrange from0to 10, where all grades > 5.5 indicate thata student
passed the specificassignmentorcourse and all grades < 5.5 representafail . The final exam grades
where quite low (M =5.31, SD = 2.10): the average student failed the course. The in-between
assessment grades were substantially higher (M =6.93, SD =1.33). In-between assessment grade
consisted of the grades forthe graded assessments during the course (e.g., entry test, assignments,
online homework, offline homework, and midterm exam). These assessments could be completed
eitheronline in Moodle LMS or offlineand handed-in on paperorvia othersystems. As the weights
and types of in-between assessments differed across courses, the (unweighted) average of these
grades were used to calculate the in-between assessment grade. We assumed these grades would
be available atthe end of week 5, as most in-between assessments took place inweek 4or 5. As in-
between assessment grades are part of the final course grade in all five courses, we used final exam
grade as outcome variable (asin study 1). A binary outcome variable is computed with grade 25.5
coded as pass (1), and grade < 5.5 as fail (0).

4.4 Data analyses

Like study 1, all analyses were conducted with Stata 14. As only students whofilled in the
questionnaire were used as sample forthis study, this study uses asubsample of studentsinfive
courses. Therefore, t-tests and regression analyses were run to compare the subsample usedinthis

study with the otherstudentsinthe five courses. Subsequently, correlational analyses, multi-level
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analyses, and multiple linear regressions were run to compare the prediction models using learner
data, LMS data, and learner datacombined with LMS data. The prediction accuracy of these data
sources was compared at the end of the course and during the course, to determine whetherearly
predictionis possible. Lastly, correlational analyses were used to investigate the relation between
LMS data and learnerdata.

For the multiple linearregressions stepwise backward regression was used, in which all predictors
with a p-value >.2 were removed fromthe model. As the assumption of homoscedasticity was often
not met, robust regressions were used. Robustness of all models was checked with 10-fold cross-
validation, using the function ‘crossfold’, which runs ten regressions on subsamples and takes the
average of these regressions (Daniels, 2012). Although most previous studies only report how wel
the regression or classification model performed interms of (pseudo) R-squared values, thisis not
always a very useful metric. In most cases, itis more insightfulto know how far away the predictions
are fromthe true value, on average. This could for example give more insightinto whetherthe
model could be used forautomated assessment. Forthis reason, we calculated such fit statistics as

well.

4.5 Preliminary analysis: Differences between subsample and whole sample

As learnerdatawere notavailable forall students, analyses in the second study were conducted on
a subsample of students within five courses (888 cases instead of 3,371 cases). As subsample was
not randomly chosen, the subsample might differ fromthe whole sample. In that case the results of
the subsample cannot be generalized to the whole sample. To verify this, t-tests and multiplelinear
regressions were used to check whetherthe subsamplesignificantly differed from the complete
sample inthese five courses.

The independent samples t-tests showed that there is a significant difference between studentsin
the subsample and the otherstudentsinthe five courses, foralmost all predictorvariables (all p’s

< .05). Studentsinthe subsample clicked more (M =799, SD = 25.5) compared to the otherstudents
(M =654, SD = 13.4), spent more time online (Msypsampie = 904 Min, SDspsampre = 15 Min versus M = 979
min, SD =22 min), and had smaller periods of inactivity (Ms,ssampie = 12.5 days, SDsypsampie = 0.24 days
versus M= 13.4 days, SD = 0.18 days). They also had a higher number of sessions, number of views,
and irregularity of study interval, while they had a lowerirregularity of study time. Only the time
until the first activity (t(3369) = 1.22, p =.22) and the average time persession (t(3369) =-0.74, p

= .46) did not differ between the two samples. The outcome variable final exam grade did not differ
between the two groups (t(3369) = 0.59, p =.56).

To investigate whetherthese differences affected the prediction of student performance, four
regressions were run on final exam grade, comparing students within the subsample to studentsin
the whole sample. The four multiple linearregressions shownin Table 6indicate thatbeingin the
subsample had an effecton the prediction models of final exam grade.
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Table 6: Effects of being in the subsample on final exam grade, compared to the whole sample
Model 1 Model 2 Model 3 Model 4

in_subsample -0.05 0.18 -0.19* -0.17
Course 1 0.00

Course 2 0.01

Course 3 0.40*

Course 4 -0.71%**

Course 5 0.60**

Course 1 *in_subsample 0.00

Course 2 * in_subsample -0.27

Course 3 * in_subsample -1.28%*

Course 4 * in_subsample 0.27

Course 5 * in_subsample 0.40

Total number of clicks - 0.81*** - 0.98***
Number of online sessions 0.84*** 0.80***
Total time online - 0.40%** - 0.43%**
Total number of views 0.75%*** 0.98***
Irregularity of study time 0.01 -0.01
Irregularity of study interval - 0.35%** - 0.35%**
Largest period of inactivity 0.44%** 0.45%**
Time until firstactivity -0.11* -0.07
Average time persession 0.22* 0.28*
in_subsample * Total number of clicks 0.39%*
in_subsample * Number of online sessions -0.17
in_subsample * Total time online 0.58*
in_subsample * Total numberof views - 0.81***
in_subsample *Irregularity of study time 0.07
in_subsample * Irregularity of study interval -0.40
in_subsample * Largest period of inactivity 0.15
in_subsample * Time until firstactivity -0.19
in_subsample * Average time persession -0.43*
R? .00 .03 14 .15

N 3371 3371 3371 3371

a) Standardized values for allpredictors
b)* p< .05, ¥* p < .01, *** p <.001
9 Constants omitted fromtable

The first model, withthe dummyin_subsample as only predictor, shows that beinginthe subsample
dis not have a significant effect on final exam grade. However, when we look at the separate courses
(model 2) we do see a significant effect of beinginthe sample forone of the courses. For Applied
Physical Sciences formal, beinginthe subsample ledtoa 1.3 lowergrade, compared to the other
students of course 3. Moreover, when the basicand study pattern predictors were added to the
model, beinginthe subsample did have asignificant (negative) effect on final grade (model 3). Thus,
studentsinthe subsample who showed the same online behaviour as studentsinthe whole sample

had a significant lower grade than students who were notin the subsample. Lastly, the interaction
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effects of the predictors with beinginthe subsample wereincluded (model4). This mod el shows
that some of the predictors had a different effectinside and outside the subsample. The total
number of clicks and the total time online had a significantly less negative effect on final exam grade
inthe subsample, compared to the whole sample. In contrast, the total amount of views and the
average time online had asignificantly less positive effect on final exam grade in the subsample.
Interestingly, the sign of one of the predictors even differed between the two groups: average time
persession was found a negative predictorinthe subsample, while it was a positive predictorin the

whole sample.

Thus, the models show thatthere indeed is adifference between the effects of some of the
predictors onfinal exam grade between students within the subsample and students outside the
subsample. These differences might be explained by the study program, as only students fromthe
departments of Industrial Engineering & Innovation Sciences and Built Environment completed the
qguestionnaire and were thusincluded in the subsample. The wholesamplealso consisted of
students from more traditional engineering programs, such as Physics and Mathematics. These
students may perform betteronthe basic Calculus and Applied Physics courses, with similar
amounts of learningin the LMS. The difference between the wholesample and the subsample
points out that we cannot use the results fromthe subsample to draw conclusions about the whole
sample (i.e., generalize), especially not about the predictors which show different effects. Moreover,
the findings corroborate the results of study 1, showing that the effects of predictors are different
persample (model 4) and that we cannot generalizethe effects of asingle predictor. Additionally,
this points to a potential explanation that the different study programs or backgrounds of the
studentsacross courses might resultin different effects of LMS behaviouronfinal exam grade across

the courses.

Although we cannot generalize the effects of the subsampleto the whole sample, we can still
compare the prediction models within the subsample. Thus, the comparisons among the effects of
using learner data, performance data, and LMS data for predicting student performance within the

subsample remain valid.
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5 Study2 - LMS data and learner data: Results

5.1  Predicting student performance

First, a multi-variate analysis on final exam grade with crossed-random effects for course and
student wasrun to determineto what extent the variance in final exam grade could be explained by
studentvariables (i.e. LMS data and learner data). The analysis showed that 9% of the variance could
be explained at course level and 37% at student level (54% of the variance is unexplained). This
means that we cannotsimplyignore the clustering at course and studentlevel. Moreover, it showed
that a lot of variance can be explained using student variables. Accordingly, inthe following we
examine the prediction of student performance using student variables from LMS data, learner data,
and LMS data andlearnerdata combined.

5.1.1 Correlationalanalyses

To identify which variables from LMS data, learnerdata, and performance dataare related to final
exam grade Pearson correlational analyses wererun forall five courses separately. The results ( Table
7) show that almostall LMS variables were significantly correlated with final exam grade within at
least one course, exceptfromthe average time persession. The number of online sessions and the
total number of views had significant correlations in the most courses (4 out of 5). Most correlations
had a small to moderate effect size. Contrary tostudy 1, using a larger sample size of 17 courses, no
differences were found in the direction of coefficients. This indicates that the relation between the
LMS variables and final exam grade are more similarin this sample compared to the previous used
largersample. This may be due to the fact thatthe currentsample is smaller, with more
homogenous courses, and amore homogenous sample of students (as only students from the
departments of Industrial Engineering & Innovation Sciences and Built Environment were included).

The learnerdata variables, exceptfor prior GPA, showed less robust correlations with final exam
grade:they correlated significantlyin none, only one, ortwo of the courses. The results further
showed thatthe predictors that correlated significantlywith final grade differ per course. Only prior
GPA correlated significantly in every course, with amoderate effect size (r=.38 - .54). Interestingly,
the significant correlations of the motivational variables (in at most one course) were inthe opposite
direction of what was expected: a higher connecting with and certainty about the study program,
and loweramotivation are correlated with alower grade. This may be due to the fact that these
courses were basiccoursesthat every student had to take and which are often not directly related
to the students’ major (and thus, to their core interest).

The correlations between performance data (in-between assessment grades) and final exam grade
were robust. Significantly positive correlations were obtained forevery course, with amoderate to
high effectsize (r=.50 - .70).
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Table 7: Bi-variate correlations of LMS data, learner data, and performance data with final exam grade per course

(Pearson's r)

CalculusA  Calculus B Applied Applied Introduction
Physical Physical to Psychology
Sciences Sciences & Technology
formal conceptual
Total number of clicks .005 -.077 .398** 213 .370**
Number of onlinesessions 175 .365%** 504 %% 21 3%k 375%*
Total time online .074 27 2%%* 453%* .196%** .168
Total number of views .158 222 %% .369* 207 %** .353*
Irregularity of study time - .096 -.002 .202 .133* - .107
Irregularity of study interval -.135 - .329%** - .063 -.020 - .264%*
Largest period of inactivity -.131 - . 175%* 136 .102 -.088
Time until firstactivity - .278** - .150** .002 -.131* -.176
Average time per session -.119 -.038 -.043 .056 -.128
Male .084 220%** .022 -.044 274*
Major IE -.139%* -.001 -.009
Major P&T - .260** 146* - .005 .014
Major S| -.192* .018 .010 -.065
Major BE 324 %% .025
Science-oriented profile -.021 -.023 - .068 .093 .183
Prior GPA A06*** A2TF** .535%** 377 .394**
Conscientiousness 174 .166** 173 .070 .294%
Time management 232%* 21 7%** .180 .047 226
Lack of study strategy - .225%* -.126* - .015 -.017 -.161
Self-efficacy .089 -.040 .040 .059 -.172
Connection with study program .049 -.025 114 -.112% - .005
Confidence study choice -.007 -.026 -.296* -.001 .079
Amotivation for study choice - .006 .073 -.044 159%* -.196
External regulation study choice .015 .004 237 .079 -.063
In-between assessmentgrade S574%** 503%** 699 *** A34*** 564 ***

N 122 297 45 350 74

3 * p<.05, ** p<.01, *** p < .001

5.1.2 Multi-level analyses

The correlations suggestthat the LMS data, learner data, and performance datacan be used to
predictstudent performance. To verify this, eight multi-level analyses on final exam grade were run
with all combinations of the datasources (LMS data, learnerdata, and performance data) and
crossed-random effects for course and student on the five courses. The findings ( Table 8) show that
the variance residing at studentlevel dropped when LMS data, learner data, or performance data
(in-between assessment grade) were added. Thus, LMS data, learnerdata, and in-between
assessment data can explain a part of the variance in final exam grade. Moreover, the variance
residing atstudentlevelwhenin-between assessmentgrades orlearnerdatawere added, were
substantially lower than when LMS data were added. Thisindicates that performance data or learner

data may be even more useful than LMS data for predicting student performance.
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When LMS data were added tolearnerdata, the variance residing at studentleveldropped even
further, indicating that LMS data can still explain some of the variance in final exam grade nextto
learnerdata. Whenin-between assessment grade were added, the variance residing at studentlevel
dropped even further. Interestingly, when LMS data were added tolearnerdataand in-between
assessment grade, the variance did notdrop any further, indicating that LMS data has little to no
addedvaluein predicting student performance nexttolearnerdataand performance data. When all
data sources were added there was still some variance residing at student level and course level,

thus not all variance can be explained using these sources.

Table 8: Multi-level analyses on final exam grade with LMS data and learner data and crossed-random
effects for course and student

Varianceresidingat Varianceresidingat

Student level Course level
Empty model 37% 9%
LMS data 31% 9%
Learner data 21% 15%
In-between assessmentgrade 20% 12%
LMS data and learner data 17% 15%
LMS data and in-between assessmentgrade 19% 12%
Learner data andin-between assessmentgrade 13% 15%
LMS data, learner data,and in-between assessmentgrade 13% 15%

5.1.3  Multiple linear regressions

To determine which learnervariables play arole in predicting student performance, multiplelinear
regressions were run. As the correlations between variables and final exam grade differed per
course and students could take multiple courses, separate multiple regressions wererun per course.
Models were created using LMS data, LMS data and performance data, learnerdata, and LMS data
combined with performance dataand learnerdata. The models were created using stepwise
backward regression, where all predictors with ap-value>.2 were removed from the model. To

facilitate the comparison, all final models are shownin Table 9.

The regressions showed that LMS data (model 1) could explain some of the variance in final exam
grade for each course. However, the predictorvariablesincludedinthe final models differed to a
great extent. None of the predictors was presentin all of the final models. The total number of
clicks, irregularity of study interval, and largest period of inactivity were presentin most models (4

out of 5), whereasthe irregularity of study time persession was presentin none of the five models.

Comparedtothe models using LMS data, the models using LMS data and performance data (model
2) explained substantially more of the variance in final exam grade. In-between assessment grade
was presentinthe prediction models of all courses, whilethe LMS variables again differed per
course. Total time online and the total amount of views were presentin the most models (3 out of
5), nexttoin-between assessment grade. The number of onlinesessions and the time until the first

activity were presentin none of the five models. Interestingly, with the inclusion of in-between
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assessment data, other LMS variables were found significant predictors compared to the model
using LMS data only.

The model with learnerdata (model 3) had a higher predictive value compared to the model with
LMS data only (model 1), with R? values between .02 and .19 higher. However, it performed less well
compared to the model with LMS data and performance datacombined (model 2), with R? values
between.03and .11 lower. Prior GPA was found a significant predictor for student performancein
all courses. The effects of the otherlearnerdata predictors again differed per course, and were
presentinat mosttwo of the models. Lack of study strategy was even not presentin any of the
models.

The models using both learnerdataand LMS data (model 4) —with higher R? values than those for
the otherthree modelsforall five courses—again showed that especiallythe measurements of
performance, such as past GPA and in-between assessment grade, have a high and robust predictive
power. Nexttothese performance measures, some learnerand LMS data had some additional
predictive value, but these predictors differed across the courses. Thus, alot of the predictive power
comes from performance measures. Thisindicates that time-consuming questionnaires about
capacities and motivation, and analyses of LMS data might not be nece ssary when some measures of

performance are available.

As the sample sizes percourse are quite small, the models may explaintoo much of the error inthe
data. Therefore, 10-fold cross-validation was conducted on all models (see Table 9) to determine
whetherthe models overfit the data. The cross-validationindeed resulted in a substantial lower
pseudo R?on average. Hence the models presumably perform less on new data. As expected, the
difference between the original R? and the cross-validated R?> was highestin the courses with the
smallest sample sizes. Interestingly, for the Introduction to Psychology & Technology course, the
cross-validated pseudo R? for all sources combined was even lowerthan the cross-validated R? for
the model with learnerdata. Thisindicates that adding LMS data and performance data to learner
data does not have much added value inthis course forthe prediction of final exam grade and even

resultsin overfitting.

The pseudo R? values and mean residuals of all models show that the accuracy of the prediction
models, even with all sources combined, was ratherlow. The mean residuals ranging from 1.40 to
2.24, with an extreme value of 8.36in Introduction to Psychology and Technology indicate that the
predictions deviate on average 1.40to 8.36 pointsfrom the final exam grade (on a scale from 0-10).
Thus, the way LMS data are currently used appears to be less useful for predicting student
performance thanthe literature suggested. However, LMS data mightstill be useful forearly
prediction when in-between assessment data are not available. Accordingly, in the next section we
determine the predictive value of learnerdata, LMS data and performance datafor early prediction.
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Table 9: Multiple linear regressions on final exam grade using learner data and LMS data, separated per course

Calculus A Calculus B Applied Physical Sciences formal Applied Physical Sciences conceptual Introduction to Psychology & Technology

(1) (2) (3) (4) (1) (2) (3) (4) (1) (2) (3) (4) (1) (2) (3) (4) (1) (2) (3) (4)
Total number of clicks -0.20 -0.16 -0.37** -0.36%** -0.32%** -0.22%** -0.49 0.15* 0.11* 0.34**
Number of online sessions 0.20** 0.24**
Total time online 0.16* 0.22** 0.99** 0.54* 0.59* 0.15* 0.30*
Total number of views 0.26* 0.23** 0.39** 0.21* 0.22* 0.13 -0.56** -0.62**
Irregularity of study time -0.12%* 0.10 -0.24 -0.50*
Irregularity of study interval -0.14 -0.23** -0.37%** -0.40 -0.60* -0.47* -0.28 0.14* 0.15* -0.47** -0.13
Largest period of inactivity 0.17 0.47 0.58* 043 0.36** 0.35
Time until first activity -0.24%** -0.08
Average time per session -0.11 -0.43*  -0.26 -0.29 -0.16* 0.51**
Male 0.11* 0.10* -0.24%** -0.10 -0.10
Major IE
Major P&T 0.28
Major SI -0.10 -0.09 -0.02
Major BE 0.24** 0.12
Science-oriented profile 0.08* 0.17
GPA prior education 0.32%** 0.20* 0.42%** 0.26*** 0.53%** 0.18 0.38*** 0.31%** 0.33** 0.29*
Conscientiousness 0.08 0.20 0.22
Time management 0.26** 0.23** 0.11 -0.30*
Study strategy (lack of)
Self-efficacy -0.18** -0.11* -0.21 0.09 -0.31** -0.11
Connection with study program 0.35* -0.10 -0.15%*
Confidence study choice -0.08 -0.38** -0.13
Amotivation study choice 0.10 -0.16 -0.14
External regulation 0.11 0.38* 0.20
In-between assessment grade 0.60%** 0.43%** 0.43%** 0.31%** 0.66*** 0.70%** 0.43%** 0.33%** 0.50%** 0.29*
R? 0.11 042 0.30 0.53 0.22 0.35 0.24 041 0.36 0.63 0.57 0.75 0.07 0.21 0.18 031 0.18 0.36 0.28 0.51
Pseudo R%cross-validated 0.08 0.21 0.11 0.19 0.08 0.25 0.15 0.29 0.04 0.14 0.10 0.13 0.01 0.09 0.15 0.24 0.07 0.12 0.08 0.02
M residual 1.61 1.79 1.73 2.16 1.78 145 1.57 1.40 3.81 2.09 2.81 2.24 2.06 1.77 1.56 1.46 1.92 3.32 181 8.36
N 122 122 116 116 297 297 273 273 45 45 38 38 350 350 328 328 74 74 64 64

a) Standardized betas reported

b) (1) LMS data, (2) LMS data and performance data, (3) Learner data, (4) LMS data, learner data, and performance data

9% p<.05, **p< .01, *** p<.001
d) Constants omitted from table
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5.2  Predicting student performance over time
To analyse whetherearlyinterventionis possible using LMS data and learner data, and how the
prediction evolves overtime, predictions were compared overthe weeks. Learner datawere
available before the course started, LMS data were available and aggregated perweek, and in-
between assessment grades were available afterweek 5. For the LMS data, only the basic predictors
(the total amount of clicks, the number of online sessions, the total time online, and the total
amount of views) were used, as study patterns (e.g. the regularity of study time) were often not
available (forexample SD of study interval fortwo sessions and hence one interval) or not yet
meaningful (forexample SD of study time fortwo sessions). Multiple linear regressions were run on
the eleven weeks of the courses, with interactions for the courses and student clustered standard
errors. Six different combinations of the datasources were used: (1) learnerdata, LMS data, and in-
between assessments; (2) learnerdataand in-between assessments; (3) learnerdataand LMS data;
(4) LMS data and in-between assessments; (5) learnerdata; (6) LMS data. The R? and the mean
residual of these six models overtime are shownin Figure 1.
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Figure 1: R? and mean residual (approximated) for predicting final exam grade over time for six
combinations of the different data sources

As expected, it was found that the predictions using LMS data improved slightly overtime. Also,
whenin-between assessment data were added at the end of week 5, a highincrease in explained
variance was found. The combination of learnerdata, LMS data, and in-between assessment data
resulted inthe highest predictive power duringthe whole course. When there isno access to the
raw LMS log data, usinglearnerdatawithin-between assessment dataisa good second best for
predicting final exam grade. For early prediction, beforein-between assessment data are available,
learner data was the most useful source. Because these dataare already available before the course
starts, these data are valuable for early intervention. The addition of LMS data in the firstweeks led
to aslightincrease inthe prediction. The best compromise between earlyfeedback and accuracy
seemsto be after week 3, as the prediction did notimprove much afterthat. However, at that point
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intime, the meanresidual is 1.35, hence the predictionis on average 1.35 off away from an accurate
prediction of final exam grade (on ascale from 0 to 10). This may howevernot be a majorissue as
thereisno needto predict the exactfinal exam grade. Itwould be enough forinterventionto be
able to predict whetherastudentwill pass orfail acourse.

5.2.1 Predicting pass/fail probabilities

To predict whetherastudent would pass orfail the course, binary logisticregressions wererun on
learnerdata, in-between assessment data, and LMS data grouped perweek, with interactions for
the courses. As we are particularly interestedin whetherastudent would fail (e.g. to provide
feedback orhelp), students with afinal exam grade < 5.5 were coded as at risk (1), while student
with a final exam grade > 5.5 were coded not at risk (0). In total 450 of the 888 stude nts were coded
as at risk (51%). The same six combinations of the datasources were considered asinthe multiple
linearregressions. The pseudo R*forthese six models overtime are shownin Figure 2.
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Figure 2: Pseudo R? for predicting pass/fail probabilities over time for six combinations of the different data
sources

Similarly as forthe prediction of the final exam grade, it was found that the prediction using LMS
data improves slightly overtime and thatlearnerdataare betterin predicting final exam grade
comparedto LMS data. Additionally, ahighincrease inthe prediction can be found afterthein-
between assessments are added. Contrary to predicting final exam grade, afterin-between
assessment data have become available learner data are still equal oreven somewhat betterin
predicting pass/fail probabilities than LMS data. Using only LMS data, the total classification accuracy
was ratherlow and ranged from 54% after week 0 to 62% after week 10. Interestingly, when we
divided the total prediction accuracy into the accurate predictions of students who passed and
failed, LMS data was shown to be especially bad in predicting whetherastudent will pass
(specificity). Inweek 0LMS data could only accurately predict 24% of the passing students as not at

risk, increasingto 57% in week 5, while learner data could predict 69% of the passing students as not
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atrisk. Thus, when the exact grade is not needed, butjustan estimate of pass versus fail, learner
data are of more value than LMS data.

Unfortunately, the prediction whether astudent would pass orfail is also far away from accurate
prediction. The binary logisticregression showed that after week 10, when all data sources are
combined, the total classification accuracy equals 74%. Week 1 was the best compromise between
early feedback and accuracy, with a total classification accuracy of 72%, a false positive rate of 29%,
and a false negative rate of 26%. Thus, one should proceed with caution when intervening with
students based on these statistics. With all dataincluded still 26% of the students would notgetan
intervention, whilethey actually needed the help. Moreover, 29% of the students would getan
intervention while they did not need it, which mightinfluence a students’ self-efficacy and

motivation.

Thus evenwhen all datasources were combined, predicting final exam grade or pass/fail
probabilities was not accurate. Additionally, LMS data had low additional value next to learner data.
Hence, LMS data, at leastinthe way we currently use it, may not be really usefulforpredicting
student performance. However, LMS data may still be useful to predict othervariables such as
student characteristic. In this way, LMS data can be seenasa ‘live’ way of measuring student
characteristics. Therefore, inthe next section we determine whether LMS data can be used forthe
prediction of student characteristics.

5.3  Predicting student characteristics

To determine whether LMS data can be used for predicting student characteristics, we first
conducted correlational analyses between LMS data and learner data and performance data. For
brevity, the correlations are reported on the full dataset (not per course), with the LMS variables
normalized per course. The results (Table 10) show that the relationship between LMS data and
learner datawas rather weak. The lack of study strategy, self-efficacy, connection with study
program, confidence study choice, and external regulation study choice showed no significant
correlations with any of the LMS variables. Conscientiousness and time management had significant
correlations with most LMS variables, and prior GPA and amotivation study choice had significant
correlations with some of the LMS variables, but all these effect sizes were small(r=.07 - .15).

The relationship between LMS data and performance data was somewhat more robust. In-between
assessment grade showed significant correlations with all of the LMS variables, with asmall to
moderate effectsize (r=.07 - .32). Interestingly, final exam grade had weaker correlations with the
LMS data comparedto in-between assessment grade. Irregularity of study time, largest period of
inactivity, and average time persession were not significantly correlated with final exam grade. This
indicatesthat LMS data might be betterforpredictingin-between assessment grade than final exam
grade.
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Table 10: Bi-variate correlations of LMS data with learner data (Pearson's r)
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a) *p<.05 **p<.01, ***p<.001

To conclude, the LMS variables we currently have, were not shown to be very useful for the accurate
prediction of final exam grade. Moreover, the LMS data show weak correlations with the learner
data, indicating that LMS data might not be well suited as a ‘live’ way of measuringlearner data
either. However, the in-between assessment grades show stronger correlations, indicating that LMS
data might be useful to predictin-between assessment grades. As in-between grades are quite good
and very robust predictors of the final course grade, this may be useful as well toindicate which

students are at risk of failingacourse. Inturn, this could be used for intervention purposes.
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6 Discussionand Conclusion

In this study we investigated how LMS data can be used forlearninganalytics and the value of using
LMS data forlearninganalytics. Forthis, datawas collected from seventeen blended courses with
4,989 students at Eindhoven University of Technology. Dataincluded online behaviour datafromthe
learning management system Moodle, learner data (including capacities and motivation), and
performance data. First, we determined the differences between the seventeen courses and
analysedthe portability of the prediction models using LMS data across courses. Moreover, we
compared the value is of using LMS data for the (early) prediction of student performance with using
learnerdataand performance data. Lastly, we investigated the relationship between LMS data,
learnerdataand performance data.

6.1 Course characteristics

The firstaim of study 1 was to determinethe characteristics of blended courses taught at Eindhoven
University of Technology which used the learning management system Moodle. It was found that
courses somewhatinthe level, type, assessments, and course design, but the courses also showed
similarities. Most courses were first-year courses, which weretaughtin the fields of Mathematics
and Physics. Sixteen out of the seventeen courses used multiple assessments to calculate the final
course grade. All of the courses used a final exam, which had the highest weightin the final course
grade.

The LMS was designed similarly in most courses. All coursesimplemented a discussion forum,
howeverthis was rarely used by the students. Most courses also provided content online, but the
most activity of the students could be foundin the assignments and quizzes, which were availablein
all coursesin Moodle. Only a few coursesimplemented peer-reviewed assignments ora wiki. Hence,
the LMS designin most coursesis not focussed on collaboration and communication, but ratheron
sharing content and submitting assignments (Park etal., 2016). Thus, the full potential of learning
management systems, using more interactive featuresis notyet utilized in the courses using Moodle
at Eindhoven University of Technology.

6.2 Portability of models predicting student performance

The second aim of the first study was to determine the portability of models predicting student
performance using LMS data across courses. Gasevicetal. (2016) already found substantive
differencesinthe prediction models of nine blended courses using LMS data. However, these
differences could be explained by the fact that their predictorvariables were based on the different
features within the LMS. Due to the different course designs this resulted in different predictors
across courses. Moreover, the topicof the courses varied to a great extent, resultingina more
heterogeneous group of students.

Therefore, inthe current study, we used predictorvariables which were availablein all courses and
usedinpreviousresearchaswell (e.g. Tempelaaretal., 2015; Zacharis, 2015). Basic predictors were
used, including the total number of clicks, the number of sessions, the total time online, and the
number of views. Additionally, more complex variables based on the study patternsand
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(ir)regularitieswereincluded: the irregularity of study time, the irregularity of study interval, the

largest period of inactivity, the timeuntil the first activity, and the average time persession.

Moreover, our previous research question showed that the coursesinthe current study were more
similarin LMS design and type. Additionally, amore homogeneous group of students was used: all
studentsare from a technical universityand mostly first-year courses are included thus most
students are first-year students. However, using amore genericset of variables, more similar
courses, and a more homogeneous student sample compared to Gaseviéetal. (2016), still
substantial differences were found between the prediction models. Correlational analyses, ordinary
least squares regressions, multi-variateanalyses, and multiplelinearregressions all showed that the

effects of the predictors on final exam grade differacross courses.

These results corroborates with previous findings on predicting student success, which showed
differentresultsin correlations and prediction models. We tried to explain these differences
between previous studies with the different analytical techniques, different sets of predictor
variables, and different LMSs used. However, while keeping the contextual effects more constant,
we still found substantial differences in the sign and size of the predictors. Only two variables were
found more robust: the number of sessions always showed a positive coefficientand the time until
the first activity which always shows a negative coefficient. This shows thateven within one
institution, usingone LMS, and one set of predictorvariables, the portability of the prediction
models across coursesislow. The data of several courses canthus neitherbe simply combined for
analysis norto construct general models. However, the data can still be used to predict student

performance within aspecificcourse.

The low portability of the models across courses might be explained by the differencesin course
characteristics and student characteristics. Theory on self-regulated learning states thatlearningis
not only affected by task conditions (such as course characteristics), but also by internal factors, such
as student dispositions and motivational factors (Winne & Hadwin, 1998). However, as the current
sample of coursesistoo small (17 courses), we cannotdetermineif and which course characteristics
have an effecton the prediction models. Therefore, in oursecond study we only included student
characteristics.

The learnerdata usedinthe second study consisted of the demographical variables gender, science-
oriented profile, and current major; the capacities prior GPA, conscientiousness, time management,
lack of study strategy, and self-efficacy; and the motivational factors connection with study program,
confidence study choice, amotivation study choice, and external regulation. When learner datawere
addedto the LMS data, the prediction models still differed. Adding these student characteristics
therefore seems to be not sufficient forincreasing the portability of the prediction models; course
characteristics or other student characteristics stillneed to be considered. However, the second
study used only a small sample of five courses, which makes it hard to draw strong conclusions

aboutthe differences between the prediction models. Future work should use alarger sample of
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courses to determine whetherthese student characteristics could improvethe portability of the

prediction models across courses.

To conclude, the prediction models for student performance are useful forspecificcourses. The
portability of the prediction models across coursesis howeverlow, even when controlling for
student characteristics. Only the total number of sessions, and the time until the first activity
showed robust (although not always significant) results across the courses. This indicates that more
general conclusions should be restricted to these variables. Toimprove the portability across
courses, future work should consider course characteristics as well, using alarger sample for
courses. Forexample, courses could be analysed over multipleyears, where course characteristics
are keptrelatively similaroveryears. Inthis way, it could be determined which characteristics need

to be similartobe able to use a prediction modelin multiple courses.

6.3 (Early)prediction of student performance

The second aim of our study was to determinethe value of using LMS data, learnerdata, and
performance dataforthe (early) prediction student performance. Study 1showed that LMS data
could account on average for20% of the variance in final grade within the seventeen blended
courses. Thisis somewhat low compared to other studies who predicted student success
(Macfadyen & Dawson, 2010; Morris, Finnegan, & Wu, 2005; Rafaeli & Ravid, 1997; Yu & Jo, 2014;
Zacharis, 2015). This could be due to the differencesin types of LMSs used, the sets of predictor
variables examined, and the course characteristics. Moreover, the limited predictive value of the
LMS variablesinthe current study may be due tothe (lack of) relation between the final exam and
the activitiesinthe LMS. Most courses used final exams written on paper, whilethe activitiesin the
course made use of different online tools typically notavailableatthe exam.

Although the prediction accuracy might seem low for precise prediction, these numbers are not
uncommoninsocial sciences. Additionally, the prediction analyses still provideinsight in which LMS

variablesinfluence student performance.

Contrary to LMS data, learner data do provide more concrete and robust measurements, and might
thus be more useful in predicting student performance. Therefore, in oursecond study we combined
LMS data with learnerdata, to determine which source is most useful in predicting student
performance, and whetherlearnerdataand LMS data explainaunique part of the variance in final
exam grade. Unfortunately, as learner data was notavailable forall courses, the analyses of study 2
were restricted to five courses. As the subsamplein study 2 was significantly different from the
whole sampleinstudy 1, no general conclusions could be draw about the whole sample. Therefore,

all conclusions are restricted to these five courses.

First, itwas examined whetherlearner data could explain part of the variance at the studentlevel. It
was found thatlearner data could account on average for29% of the variance infinal examgrade in
the five courses. Thisamountis within the range of what other studies found when analysing the
effects of traitand state variables on student performance (Britton & Tesser, 1991; Dollingeretal.,
2008; Kaufman, Agars, & Lopez-Wagner, 2008). The amount of variance explained was mostly due to
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prior GPA, which corroborates previous findings that past performance is animportant and robust
predictorforstudent performance. All other predictors showed no effect, oronly asmall effectin
one or two of the courses. Thisis in contrast with previous literature in social sciences which
reported robust effects of these predictors on student performance. Forexample, conscientiousness
was found a stable predictorin a meta-analysis on personality traits (O’Connor & Paunonen, 2007),
and time managementand motivation have been pointed out as significant predictors as well
(Britton & Tesser, 1991; Kaufman etal., 2008). Moreover, a previous longitudinal study on the same
university, with similar measures for the capacities, external regulation, and amotivation, did find a

significantresult forall these measures on study progress and study drop-out (Bipp et al., 2013).

These differencesin results can be (partly) explained by the fact that in the questionnairethe
current study was completed two to seven months before the students started their study program
at the university. Thus, some of the state variables (allmotivational variables, time management,
(lack of) learning strategy, and self-efficacy), might have been changedin the meanwhile. Moreover,
the motivational variables measured motivation for the study program as a whole, notfor a specific

course.

Future work shouldinclude motivations for courses itself, measured right before the start of the
course, as these might have more influence on the final exam grade of the specificcourse. Future
work should also reassess the motivation when the course has started fora few weeks, when the
students know somewhat better what to expect of the course. This might have an even better
predictive power.

Furthermore, in study 2 the predictive value of LMS data was comparedto learner dataand
performance data. It was found that learner data could explain less variance in final exam grade
comparedto LMS data. However, when performance data was added to the learnerdata, learner
data could explain substantially more variance than LMS data. When LMS data was added to learner
data and performance data, multi-level and regression analyses showed thatthe amountdid
increase abit, but not much. Hence, LMS data has limited predictivevalue nexttolearnerand

performance data.

Regressions overtime showed thatlearner data are especially useful for early prediction of final
exam grade and pass/fail probabilities, when in-between assessment grades are not available yet.
These findings are inline with Tempelaaretal. (2015), who also found that up to in-between
performance measures wereavailable, learner dispositions were highly useful predictors. However,
with all sources combined, the predictions are stillnot accurate. Early prediction of final exam grade
ison average 1.35 away from accurate prediction (on ascale from 0 to 10). Additionally, binary
logisticregressions showed that predicting pass orfail probabilitiesis also less accurate than would
be desirable forintervention purposes. When these predictions would be used forintervention, 26%
of the students will not get feedback, while they needed it, and thereforesstill might fail the course.
Moreover, 29% of the students who did not need the intervention do get feedback. Thismight even
influencetheirself-efficacy and motivation. Forexample, Jayaprakash et al. (2014) found that
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students who did getan intervention showed higher withdrawal rates than students who did not get
an intervention. Hence, the prediction must be as accurate as possible, to avoid the chance of an

unnecessary withdrawal.

Thus, evenwhenall datasources are used, the predictabilityis still low. The low predictability, and
alsothe low portability of the LMS variables, might be improved by adding more variables, such as
more course characteristics and student characteristics (as stated above). Moreover, more complex
LMS variables could be added, such as the order of events ortypes of interaction. Forexample,
Agudo-Peregrinaand colleagues (2014) generated LMS predictors from the raw data based on the
types of interaction. Also quantitative LMS data could be added. Especially datafrom the discussion
forum or wikis might give more information on the type of participation of the studentin the LMS
(Davies & Graff, 2005; Nandi, Hamilton, Harland, & Warburton, 2011) and could therebyimprovethe
prediction models. Lastly, as notall learning behaviour occurs within the LMS, behaviouroutsidethe
LMS should be considered too. Forexample, lecture attendance (Agudo-Peregrinaetal., 2014),
behaviourininformal networks, and behaviourin other (informal) learning tools (Tempelaaretal.,
2015), could be included as well toimprove the prediction models.

6.4 Relationship between LMS data and learner data

The last aim of the second study was to investigate the relationship between datafromlearning
managementsystems and learner data, to determine whether LMS data could be used as a ‘live’ way
of measuring student characteristics. It was found that the correlations between LMS data and
learnerdatawas limited. Most student characteristics did not correlate with any of the LMS
variables. Time management, conscientiousness, and in-between assessment grade did significantly
correlate with the LMS variables, but these effect sizes were low. Theseresultsareinline with
Iglesias-Pradas et al. (2015) who also found no relationship between commitment and teamwork
and LMS behaviour. The correlations between LMS data and in-between assessment datawere more
robust. All LMS variables were significantly correlated with in-between assessment grade, with alow
to moderate effectsize.

Thus, the LMS data used are of [imited use for measuring student characteristics as motivation and
capacities. The significant relationship between conscientiousness and time management and LMS
data indicate thatthere might be some way to measure these characteristics usi ng LMS data. To
improve the accuracy, future work could consider some more complex LMS variables, such as the
order of events ortime until the deadline. Moreover, the significant relationship betweenin-
between assessment grade and LMS data indicate that LMS data may be used forthe prediction of
in-between assessment grades as well. Asin-between assessment grades are a part of the final exam

grade, this can also give anindication of whetherastudentis atrisk of failing the course.

6.5 The need for theory

Thus LMS data are of limited value for predicting student performance, nextto learnerdata,
especially whenin-between assessment grades are available. Moreover, the last part of study 2 also
showed that the correlations between LMS data and learnerdata are low. LMS data is still useful for
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analysingasingle course, forexampleto evaluate a course design orto determine which factors
influence student performance (Lockyer, Heathcote, & Dawson, 2013). However, for more
generalizable results we first need to consider whether we are actually using LMS data in the right
way. What does a click mean and how can we use that information toimprove learningand
teaching? Adding more and more variables mightimprove the prediction slightly, but ourstudy
showed thatadding more variables only has limited valueforincreasing the portability and
predictability. Therefore, we argue thatinclusion of theoryis necessary in future studies on learning

analytics.

Learning management systems provide us with raw log data, but these are not concrete
measurements of any previouslydefined theoretical concept. Toimprove the usefulness of LMS
data, more insight needs to be gained in whatthe LMS data representand how they relate to
theoretical concepts. Thesetheoretical arguments can guide the inclusion of additional predictors
and the interpretation of results. Likewise, Shaffer et al. (2009) argued thattheoretical reasoningis
neededto generate more generalizable results. Some researchers addressed thisissue by creating
general theoretical frameworks for dealing with LMS data (Petropoulou, Retalis, Siassiakos,
Karamouzis, & Kargidis, 2008; Rankine, Stevenson, Malfroy, & Ashford-Rowe, 2009). However, these

frameworks do not yet show how LMS data can be used to measure theoretical concepts.

Therefore, future work should investigate how educational theories can be utilized to make better
sense outof LMS data. For example, LMS data mightonly be used to predict student performance
for specifictypes of students or theory may be used to distinguish between groups of students for
whomthe same LMS data may meandifferentthings. We argue that the adequate inclusion of
educational theory will provide more insightinthe meaningand the usefulness of LMS data.
Moreover, LMS data can be used forthe prediction of student performance. Although the prediction
models of final exam grade vary across the courses, and hence the portability is low, we showed that
in-between assessment grades, the number of sessions, and the time until the first activity were
quite robust predictors across courses. Additionally, LMS data are still useful forthe prediction of
student performance inasingle course. When learner data or in-between assessment data are
addedto LMS data, the accuracy of the prediction and especially the early prediction improves.
Lastly, LMS data showed to have some relation with in-between assessment grades,
conscientiousness, and time managementas well.

To conclude, this study provided insightin how LMS data, produced as a by-product of online
learning, can be usedto predict student performance toimprovelearning and teaching. These
findings, combined with the inclusion of theoretical concepts, create many opportunities for future

research to explore the full potential of LMS data and to improve learning and teaching.
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Appendix A: Questionnaire learner data (Dutch)

Abilities and skills 1: - Gemiddeld VWO cijfer[1-10]:

Gemiddelde van alle eindcijfers op het VWO, met extra gewichtvoor Wiskunde B bij Technische
Bedrijfskunde, Psychology & Technology en Sustainable Innovation en extra gewicht voor Wiskunde
B en Natuurkunde bij Bouwkunde.

Abilities and skills 2 — Consciéntieusheid [1 - 5]:

. Ik beneen persoondie grondigte werk gaat

. Ik beneen persoondie volhoudt tot de taak af is

. Ik beneenpersoondie doorgaans geneigd is totslordigheid (1<>5)
. Ik beneen persoondie geneigdisluite zijn (1<>5)

. Ik beneen persoondie een werker waarmenvan op aan kan

. Ik beneen persoondie dingen efficiént doet

. Ik ben een persoondie plannen maakten deze doorzet

. Ik ben een persoon die gemakkelijk afgeleid is (1<>5)

O 00 N O 1 o W N B

. Ik beneen persoondie een beetje nonchalantkan zijn (1<>5)

Abilities and skills 3 — Timemanagement[1 - 5]:

1. Ik heb grote moeite om studie envrije tijd te combineren (1<>5)
2. Ik kan studie envrije tijd goedindelen

3. Ik heb grote moeite om geregeld te studeren (1<>5)

4, Ik begin optijd een proefwerk/tentamen voorte bereiden

Abilities and skills 4 — Leerstrategie [1- 7]:
1. Ik weetnietzekerhoe ik moet studeren voorde vakkenin de opleiding die ik op ditmomentvolg
2. Ik merkvaak dat ik nietweetwatik moet bestuderen of waarik moetbeginnen

3. Het ontbreekt me aan een studiestrategie voor de opleiding die ik op ditmomentvolg

Abilities and skills 5 — Academisch zelfvertrouwen[1- 7]:

1. Ik verwacht goed te presteren vergeleken metandere studenten die deze opleiding gaan volgen
2. lk denkdat ikin deze opleiding goede cijfers zal halen

3. Ik denk dat ik vergeleken metanderen een goede student ben

4. lk weetdatik in staat ben de lesstof van deze opleiding te leren

5. Mijn studievaardigheden zijn uitmuntend vergeleken metandere studenten die deze opleiding
gaan volgen

6. Ik denk dat ik vergeleken metandere studentenin deze opleiding veel weet van het vakgebied
7. lk verwacht het heel goed te doen op deze opleiding

8. Ik weet zekerdatik uitstekend kan presteren bij de cases entaken die ikin deze opleiding moet
doen

9. Ik bener zekervandat ik de stof kan begrijpen diein deze opleiding onderwezen wordt
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Motivation 1 — Binding met opleiding[1- 7]:

1. Deze opleiding past heel goed bij mijninteresses

2. De beroependie ik nadeze opleiding kan uitoefenen passen heelgoed bij mijninteresses
3. lkhebeengoedbeeld van watdeze opleidinginhoudt

4, Alsik deze opleiding zou kiezen, dan zou ik mijn toekomst met vertrouwen en optimisme
tegemoetkunnenzien

5. Het is mij duidelijk wat de opleiding van mij verwacht

6. lk hebeengoedbeeldvanwatvoorwerken carriere ik na mijn opleiding wil

Motivation 2 — Zekerheid studiekeuze[1- 7]:

1. Ik weetzekerdatheteen goede keuze isom deze opleiding te gaan volgen
2. Een HBO-opleidingiseen reéel alternatiefvoor mij (1<>7)

3. Ik twijfel tussen meerdere TU/e opleidingen (1<>7)

4, Ik twijfel tussen TU/e en andere universiteiten (1<>7)

Motivation 3 — Motivatie studiekeuze [1- 7]:

1. Er zijn wellicht goede redenen om deze opleiding te doen, maar persoonlijk zieik er geen

2. Alsik deze opleidingzouvolgen, zou ik er bij de eerste de beste tegenslagzomaar mee op kunnen
houden

3. Ik zie nietin wat deze opleiding me oplevert

Motivation4 — Zelfregulatie [1-7]:

Stel dat je deze opleiding kiest. In welke mate zijn onderstaande redenen dan van toepassing.
1. Omdat ik geenenkele keus heb

2. Omdat hetietsisdat ik moetdoen

3. Omdat ik verondersteld word om dit te doen

4. Omdat ik hetgevoel hebdatikhet moetdoen
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